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We report an observation, via sensitive shot noise measurements, of charge fractionalization of chiral
edge electrons in the integer quantum Hall effect regime. Such fractionalization results solely from
interchannel Coulomb interaction, leading electrons to decompose to excitations carrying fractional
charges. The experiment was performed by guiding a partitioned current carrying edge channel in
proximity to another unbiased edge channel, leading to shot noise in the unbiased edge channel without net
current, which exhibited an unconventional dependence on the partitioning. The determination of the
fractional excitations, as well as the relative velocities of the two original (prior to the interaction) channels,
relied on a recent theory pertaining to this measurement. Our result exemplifies the correlated nature of
multiple chiral edge channels in the integer quantum Hall effect regime.
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Charge fractionalization is an emergent phenomenon in
low-dimensional correlated electrons. A known example is
that of fractional charges in the fractional quantum Hall
regime, which is a consequence of strong Coulomb
interaction among two-dimensional electrons in partially
filled Landau levels [1–6], as well as fractionalization in
one-dimensional quantum wires [7–9]. On the contrary, the
integer quantum Hall effect (IQHE), with electrons behav-
ing largely as independent particles, lacks such intrinsic
fractionalization.
Transport in the IQHE regime takes place solely at

sample’s periphery via gapless chiral edge channels
[10,11]. Spatial separation between the channels allows
manipulating each channel individually; customarily with
a quantum point contact (QPC) constriction. Counter propa-
gating (upstream) neutral edge modes in fractional quantum
Hall states revealed the importance of interchannel Coulomb
interaction accompanied by interchannel tunneling due to
impurities [12–15]. On the other hand, while interaction
between electrons is usually ignored in the IQHE regime,
there is plenty of evidence to support its existence, including
the following observations: (i) “lobe structures” in the
visibility of edge channel interferometers—attributed
to electron interaction [16–21], (ii) interaction-mediated
dephasing [18,20–23], and (iii) energy relaxation of non-
equilibrium electrons among adjacent edge channels
[24–27].
Interchannel interaction can be monitored in a direct

fashion. In v ¼ 2, Coulomb interaction between electrons
in the two adjacent edge channels is expected to modify
the noninteracting channels [19,20,28–33]. An electron
injected selectively into the “hot” channel, while the other

channel is “cold,” is predicted to decompose into two
modes—“fast” and “slow.” Each is shared between the two
original channels, and each carries a fraction of an electron
charge [28–34]. Indeed, a recent rf transmission measure-
ment investigated the detailed dispersion of the slow mode
and its separation from the fast mode [34]. Our approach
was to partition the cold channel after it had interacted with
the partitioned hot one, with a resulted low-frequency shot
noise in the cold channel (with zero net current). The
fractional charges and the relative velocities of the two
original channels were then determined from the shot noise
[33], elucidating and quantifying the fractionalization
phenomenon.
It might be illuminating to present first an intuitive model

of our experimental system, with electrons injected into the
hot channel [channel 1, partitioned by QPC1, in Fig. 1(a)].
The resulting excitations in the two channels (1 and 2) can be
regarded as fractionally charged dipoles flowing down-
stream, with the spin degree of freedom playing no role.
Assuming short range interchannel interactionuhδðx1 − x2Þ,
the energy density of the interacting channels is ε ¼
hðv1ρ21 þ v2ρ22 þ uρ1ρ2Þ where h is Planck’s constant,
ρ1ðx1Þ and ρ2ðx2Þ are the number densities, and v1, v2 are
thevelocities of the bare channels.Diagonalizing thevelocity
matrix ð v1

u=2

u=2
v2

Þ with one electron injected into channel 1,
the eigenmodes are (i) the slow mode, consisting of a
particlelike charge þð1 − αÞe and a holelike charge −βe
and (ii) the fast mode, consisting of particlelike chargesþαe
andþβe. Here, α¼ð1þcosθÞ=2, β ¼ ðsin θÞ=2, and tan θ ¼
u=Δv (0 < θ < π=2), with θ the so-calledmixing angle, and
Δv ¼ v1 − v2. The two modes propagate at velocities
υ� ¼ ῡ� 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðΔυÞ2 þ u2
p

, where ῡ ¼ ðv1 þ v2Þ=2 and
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þ (−) stands for “fast” (“slow”). Noting that for Δv ¼ 0,
α ¼ β ¼ 1=2 and the slow mode is neutral. Moreover,
4v1v2 > u2 must be satisfied for the stability (v− > 0).
Evidently, the cold channel always carries zero net current
with a fluctuating neutral excitation, þβe and −βe.
Partitioning the cold channel stochastically (with QPC2) is
expected to generate white shot noise, which can be
measured through its zero-frequency spectral density Si.
Our device was fabricated in a GaAs=AlGaAs hetero-

structure embedding 2DEG, 130 nm below the surface,
whose density is 8.2 × 1010 cm−2 and dark mobility 4.2 ×
106 cm2=Vs at 4.2 K [Fig. 1(b)]. The light blue region is a
mesa; the light gray curves are metallic gates (5nmTi=
15nmAu) forming the QPCs (600 nm opening) and a side
gate (SG, placed off the mesa and kept at VSG ¼ −500 mV);
the yellow pads are alloyed AuGeNi Ohmic contacts. Source
contacts are S1 and S2 (driving current 2I; I per channel), G
grounds, and A1, A2 amplifier contacts (each loaded with a
resonant circuit, f0 ∼ 790 kHz, followed by a homemade
cryogenic preamplifier). Measurements were performed at a
magnetic field B ¼ 1.7 T, around the center of the v ¼ 2
plateau. Having a relatively low magnetic field, we assured
the absence of edge reconstructions, which modify the
electron density profile perpendicular to the edge, possibly
adding extra edge channels, and the presence of only two

electron channels at the edge [35]. The expected shot noise
due to stochastic partitioning (transmission probability T) is
Si ¼ 2eITð1 − TÞðcoth x − x−1Þ, with x ¼ eI=2kBΘG0,
with kBΘ the thermal energy (Θ ∼ 20 mK in our system)
and G0 ¼ e2=h [36]. The interaction region, defined by the
two QPCs, is l ¼ 8 μm, being nearly the distance needed for
energy equilibration [24]. We have also tested a device with
l ¼ 40 μm, which included an added gate that allowed us to
control the spatial separation between the two channels [37].
While a few theories had considered our experimental

scheme [31–33], Ref. [33] computed the fractionalization
noise as a function of T1 and up to the linear order in
R2 ¼ 1 − T2, and thus provided (i) a relation between the
mixing angle θ and a Fano factor [see Fig. 2(a)] and (ii) an
expression for the dependence of the shot noise on T1,
namely ½T1ð1 − T1Þ�γ1. The Fano factor FðθÞ ¼ Si=Sref,
where Sref ¼ 4eIT1ð1 − T1ÞR2 with R2 << 1, reflects the
fractional charge in the cold channel, e� ¼ Fe, only for
T1 ≅ 0.5. Here, Sref is the expected excess noise due to
stochastic weak backscattering of a random train of
electrons and holes. In general, FðθÞ ∝ ½T1ð1 − T1Þ�γ1−1
is T1 dependent; however, as shown in Fig. 2(a), FðθÞ for
T1 ≅ 0.5 (solid curve) indeed resembles the charge β ¼
ðsin θÞ=2 (dotted curve); hence, F ∼ β. Assuming a steady
state without dissipation to external environment, the

FIG. 1 (color online). (a) An ordered train of electrons driven from the source (S) transmit theQPC1with a probabilityT1 and decompose
into fast and slow modes. The fast mode consists of fractional chargesαeðβeÞ on channel 1 (2) and the slow mode consists of fractional
charges ð1 − αÞe, (−βe) on channel 1 (2). The pairs of�βe are partitioned at QPC2 with a transmission probability T2, generating a low-
frequency shot noise to be detected at the amplifier (A). (b) A SEM image of the employed device. Below, amagnified view of the core part.
The regionbetween theQPCs is the interaction region (l ¼ 8 μm). (c)Configuration 1 (C1). S1 andA1were employed.The red and the blue
arrows are the hot and cold channels. The biased outer channel is the channel 1 (hot channel) here. QPC1 fully reflects the inner channel
while partitions the outer channel (dotted heavy red line). Two cold edge channels, emanating from the G contacts, also impinge at QPC1
(thin blue lines), where the outer is fully transmitted and the inner fully reflected. The reflected cold channel (thick blue line) flows in close
proximity to the partitioned outer channel, with both reaching QPC2. There, the outer channel is fully transmitted and inner one is being
partitioned by half (dotted thick blue line), with its excess current noise (spectral density, Si) monitored at A1. (d) Configuration 2 (C2). S2
and A2 were employed. The biased inner channel is the hot channel here. T1 was set to half-transmitting for the inner channel and the
reflected part was directed to QPC2 with various T2 to partition the fluctuating cold outer channel.
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coefficient γ1 was calculated to span 0.68 ≤ γ1ðθÞ ≤ 1 with
0 < θ < π=2 [33]. Measuring γ1ðθÞ ¼ 0.68 leads to
θ ¼ π=2 and consequently to Δv ¼ 0 and β ¼ α ¼ 0.5.
Approaching the noninteracting case, θ → 0, the noise in
the cold channel diminishes, F → 0 and γ1 → 1. Therefore,
there are two ways to extract the fractional charge: (i)
evaluating the Fano factor of the observed noise at T1 ≅ 0.5
and R2 ≪ 1 and (ii) finding γ1 from the noise at various
T1, yielding θ, and thus FðθÞ accordingly. If the results of
the two methods coincide, our estimate of the fractional
charge is likely to be reliable.
Two kinds of configurations were employed: C1 for

T1 dependence [Fig. 1(c)], and C2 for T2 dependence
[Fig. 1(d)], so that the two configurations were designated
so that the variable transmission QPC was always in the
outer channel, since it has a weaker energy dependence
[namely, hot (cold) channel in C1 (C2)]. Note that tests
were also performed when the roles of the channels were
not reversed, leading to qualitatively similar results.
We start with testing the dependence of the excess noise

Si in A1 on T1 in the configuration C1, keeping T2 ¼ 0.5
[Fig. 3(a)]. As the injected current jIj in the hot channel
increased, the excess noise in the cold channel also increased
(resembling the ubiquitous ”V” shape), but without the net
current reaching A1. The normalized excess noise (with

respect to that at T1 ≅ 0.5) is shown in Fig. 3(b), obeying
dependence ½T1ð1 − T1Þ�γ1 with γ1 ¼ 0.71� 0.08. The
error bars are 2σ, with σ the best-fit error, being limited
by the∼1 h integration time. Being a Gaussian noise, errors
can be easily reduced by longer integration times (as was
proven in numerous occasions). With errors of 1.2σ, we
find γ1 ¼ 0.71� 0.01.
Similar measurements were repeated with configuration

C2. The dependence of Si in A2 on I and T2 of the cold
channel (T1 ¼ 0.5) is plotted in Fig. 4(a). In the same
manner, a dependence ½T2ð1 − T2Þ�γ2 of Si was found
[Fig. 4(b)] with γ2 ¼ 0.97� 0.02 with an error of 1.2σ.
Here, partitioning T2 appears to be nearly binomial.
First, the nearly binomial dependence of the excess

noise in T2, Si ∝ R2ð1 − R2Þ for T1 ¼ 0.5, is reduced to
Si ∝ R2 in the limit of R2 → 0, coinciding with the
perturbative treatment in R2 [33]. The merely independent
(binomial) scattering events due to T2 validate the extrac-
tion of γ1 at T2 ¼ 0.5 (rather than R2 ≪ 1). Hence, we

(a)

(b)

FIG. 2 (color online). (a) Reproduced figure of Ref. [33]. The
Fano factor F ¼ Si=Sref (Sref ¼ 4eIT1R1R2 with R2 → 0) rep-
resenting the fractional charge in the cold channel (e� ¼ Fe),
plotted as function of the mixing angle. The black dots are values
evaluated by the theory (T1 ¼ 0.5, R2 ≪ 1) and the solid curve
depicts β ¼ ðsin θÞ=2 based on the simple model in the present
paper. (b) The exponent γ1 plotted as function of the mixing angle
θ based on the numerical computation. The experimentally
obtained γ1 ¼ 0.71� 0.01 yields θ ¼ π=3.2–π=3.7, the ratio
u=Δv ¼ 1.1–1.5, and a Fano factor F ¼ 0.41–0.46. Applying
it to the simple model, are β ¼ 0.38–0.41 and α ¼ 0.78–0.83. The
blue blurred lines represents the best fit with the error of 1.2σ
based on obtained exponent γ1.

FIG. 3 (color online). (a) The excess noise traces (in C1) as a
function of I for various T1 with fixed T2 ¼ 0.5 and selected
traces are shown. (b) Relative magnitude of the excess noise as a
function of T1, normalized to the one at T1 ¼ 0.5. The excess
noise is proportional to ½T1ð1 − T1Þ�γ1 , where γ1 ¼ 0.71� 0.08
with the error of 2σ, which reduces to γ1 ¼ 0.71� 0.01 for 1.2σ.
Curves with γ1 ¼ 0.5 and 1.0 are also plotted.
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examined the relevance of an extended reference noise
Sref ¼ 4eT1R1T2R2 by evaluating the Fano factor at
various T2 (T1 ¼ 0.5) and found an overall average
0.39� 0.03, [inset of Fig. 4(b)] making the extended
reference noise plausible. Further theoretical considerations
of T2 dependence are necessary to verify this point.
Comparing our data with Ref. [33], we find that γ1 ¼

0.70–0.72 falls within the predicted range of γ1. The
observed γ1 leads to a mixing angle θ ¼ π=3.7–π=3.2,
the ratio u=Δv ¼ 1.1–1.5, and a Fano factor F ¼
0.41–0.46 (Fig. 2 and Ref. [33]). Moreover, the theoretical
prediction was compared with our measured F ¼ 0.38�
0.02 (namely, the slope of the excess noise vs current in the
range −1.2 nA ≤ I ≤ −0.6 nA, with T1 ¼ 0.5, R2 ¼ 0.1,
divided by 4eT1R1R2), leading to an excellent agreement.
With the obtained mixing angle, the fractional charges are

β ¼ 0.38–0.41 and α ¼ 0.78–0.83. The dissipation is a
subtle issue. There are conflicting results from different
methods in terms of the dissipations [24,34]. Our diag-
nostic on the degree of the dissipation is only comparing
the Fano factor obtained two ways. Having obtained similar
values for the Fano factor, we believe our system reached
its steady state and experienced a negligible amount of
dissipation [37].
In order to obtain u or Δv (having u=Δv), we exploit

results from a similar configuration already reported in
Ref. [22]. There an applied dc bias of 19 μV to the inner
channel at ν ¼ 2 resulted in an addition of a single electron
in a 10 μm long interaction length, leading to an estimated
interchannel mutual capacitance C ¼ 0.84 fF=μm. From it,
u ¼ e2=hC ¼ 4.6 × 104 m=s, Δv ¼ 3.1 − 4.2 × 104 m=s,
and the minimum ῡ ¼ 2.8 − 3.1 × 104 m=s (based on
v− ¼ 0). The logarithmic dependent Coulomb interaction
between the two channels makes the exact capacitance less
important.
An intuitive picture of the mechanism that leads to

excess shot noise with zero net current is as follows: The
shot noise in the partitioned hot channel has a white
spectrum with a frequency cutoff I=e. The interchannel
capacitance Cl ¼ e2l=hu couples high-frequency compo-
nents in the cold channel, acting as a high-pass filter with a
low-frequency cutoff ∼Cl=G0 (much higher than our
measurement frequency). Therefore, the power spectrum
of the cold channel (heading QPC2) exhibits a peak at a
frequency related to f−1 ¼ lðv−1− − v−1þ Þ. However, sto-
chastic partitioning of that spectrum by QPC2 redistributes
the high-frequency spectrum over the entire spectrum (up
to the cutoff frequency),yet with zero net current (since,
there is no electron tunneling into this channel). In other
words, QPC2 stochastically breaks the pairs of þβe and
−βe apart, leading to a wideband noise spectrum.
In summary, measuring weak signals of currentless shot

noise allowed observation of charge fractionalization in a
nonequilibrium, interacting edge channel in the IQHE
regime (in ν ¼ 2), as well as the relative channels’ velocity.
Our scheme can be extended to various interacting
one-dimensional systems such as topological surface and
edge states and ultracold atoms to probe the correlation and
relaxation physics.
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Note added in proof.—During the writing of this manu-

script we became aware of a work aiming similarly in
which the authors observed fractionalized wave packets in
pulsed measurements [38].

FIG. 4 (color online). (a) The excess noise traces (in C2) as a
function of I for selected T2 (with T1 ¼ 0.5) are shown. The
linear part of the trace of T2 ¼ 0.90 was exploited to extract
the Fano factor F ¼ 0.38� 0.02. (b) Relative magnitude of the
excess noise as a function of T2, normalized to the one at
T2 ¼ 0.5, is plotted. The excess noise is proportional to
½T1ð1 − T1Þ�γ1 , where γ2 ¼ 0.97� 0.02 for the error of 1.2σ.
A dashed curve with γ2 ¼ 0.5 is plotted. The inset depicts the
Fano factor evaluated with the extended reference noise Sref ¼
4eT1R1T2R2 at all the employed T2.
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