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Abstract

This paper contains two results concerning linear embeddings of subsets of Euclidean space in low dimensional normed spaces. The first is an improvement of the known dependence on \( \varepsilon \) in Dvoretzky’s theorem from order of \( \varepsilon^2 \) to order of \( \varepsilon \) (except for log factors). The second is a joint generalization of (Milman’s version of) Dvoretzky’s theorem and (a recent generalization by Klartag and Mendelson of) the Johnson-Lindenstrauss Lemma.

1 Introduction

Given a normed space \( X \) let

\[
E(X) = \sup \{ \mathbb{E} \left( \left\| \sum_{i=1}^{n} g_i u(e_i) \right\|_X \right) : n \in \mathbb{N}, \ u : \ell^2_n \to X, \|u\| = 1 \} .
\] (1)

Here and elsewhere in this paper \( g_1, g_2, \ldots \) denote a sequence of independent standard Gaussian variables. The quantity \( E(X) \) is, in Banach space terms, the \( \ell \) norm of the identity on \( X \). However, his fact will not be used here.

Milman’s extension of Dvoretzky’s theorem can be stated as

**Theorem 1** There is a function \( c(\varepsilon) > 0 \) such that for all \( k \leq c(\varepsilon) E(X)^2 \), the space \( \ell^k_2 \) \((1 + \varepsilon)\)-embeds into \( X \).

By “\( U \) \( K \)-embeds into \( V \)” we mean here that there is an invertible linear transformation \( A : U \to V' \subset V \) with \( \|A\| \|A^{-1}\| \leq K \). As a consequence (requiring additional arguments) one gets a closer relative of Dvoretzky’s original theorem,

**Theorem 2** There is a function \( c(\varepsilon) > 0 \) such that for all \( k \leq c(\varepsilon) \log n \), \( \ell^k_2 (1 + \varepsilon) \)-embeds into any normed space of dimension \( n \).
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See [Dv] for the original theorem of Dvoretzky (in which the dependence of $k$ on $n$ is weaker), [Mi] for Milman’s original work, [FLM] for expansions on Milman’s method and [MS] and [Pi] for expository outlets of the subject (there are many others). The exposition in [Pi] is closer to our presentation here.

The dependence on $n$ in Theorem 2 is known to be best possible (for $\ell^n_\infty$) but the dependence on $\varepsilon$ is far from being understood. Gordon [Go] improved the dependence obtained from Milman’s proof to $c(\varepsilon) \geq c \varepsilon^2$ for some universal $c > 0$. Another proof of that, following the (concentration) method of the proof from [Mi] is given in [Sc] and will be used here. As an upper bound for $c(\varepsilon)$ one gets $C/\log \frac{1}{\varepsilon}$ for some universal $C$. Indeed it is not hard to relate the smallest dimension $n$ for which $\ell^n_2 \geq 1 + \varepsilon$ embeds into $\ell^n_\infty$ to the size of a $\delta$-net in $S^{k-1}$, for an appropriate $\delta$. Using the known, and quite simple to attain, estimates on the size of such a net, we get that, for some universal $0 < c < C < \infty$, $\ell^n_2 \geq 1 + \varepsilon$ embeds into $\ell^n_\infty$ if $k \leq \frac{c}{\log \frac{1}{\varepsilon}} \log n$ and, conversely, that if $\ell^n_2 \geq 1 + \varepsilon$ embeds into $\ell^n_\infty$ then $k \geq \frac{C}{\log \frac{1}{\varepsilon}} \log n$.

In Section 2 of this note we improve the lower bound on $c(\varepsilon)$ by proving

**Theorem 3 (First Main Theorem)** There is a constant $c > 0$ such that for all $n \in \mathbb{N}$ and all $\varepsilon > 0$, every $n$-dimensional normal space admits a subspace whose Banach–Mazur distance from $\ell^n_2$ is at most $1 + \varepsilon$ and $k \geq \frac{C}{\log \frac{1}{\varepsilon}} \log n$.

In Section 3 we turn to the subject of embedding subsets of Euclidean spaces in normed spaces. A well known theorem of Johnson and Lindenstrauss [JL] asserts:

**Theorem 4** Let $T$ be a $k$-point subset of an Euclidean space. Then, for every $\varepsilon > 0$, $T \geq 1 + \varepsilon$ - Lipschitz embeds into $\ell^n_2$ with $n \leq \frac{C k \log k}{\varepsilon^2}$.

By “$U \rightarrow V$-$L$-Lipschitz embeds into $V$” (for $U$, $V$ metric spaces) we mean here that there is an invertible map $f : U \rightarrow V'$, $V'$ with the Lipschitz norm of $f$ times the Lipschitz norm of $f^{-1}$ at most $K$.

The proof of [JL] goes like this: Look at the set $S = \{t \cdot \frac{s-t}{\|s-t\|}; \ t, s \in T, \ t \neq s\}$ and find a linear map $A$ from the Euclidean space containing $T$ to $\ell^n_2$, for the appropriate $n$, such that $1 - \varepsilon \leq \|As\| \leq 1 + \varepsilon$ for all $s \in S$. This will clearly do the job. In [JL] the map $A$ is chosen randomly out of a class of orthogonal projections. Later it was also shown that one can use Gaussian or random $\pm 1$ matrices for the same purpose. Recently, Klastar and Mendelson [KM] generalized this in two ways: First the linear map can be chosen out of a class of more general random matrices (the entries are identically distributed independent random variables with some prescribed tail behaviour) and secondly the estimate on $n$ can be improved (sometimes). For a subset $S$ of $\mathbb{R}^n$ put

$$E^n_S = E \left( \sup \left\{ \left| \sum_{i=1}^n s_i g_i \right| ; \ s = (s_1, \ldots, s_n) \in S \right\} \right).$$
They proved that if $S$ is a subset of $S^{m-1}$ and $n \geq \frac{C|x|}{\varepsilon^2}$ (for some absolute $C$) then there is a linear $A : \mathbb{R}^n \rightarrow \ell_2^m$ with $1 - \varepsilon \leq \|As\| \leq 1 + \varepsilon$ for all $s \in S$. This easily implies the Johnson–Lindenstrauss result.

When we saw this result we noticed that, for Gaussian matrices, it follows easily from the method of [Sc] plus the statement of Talagrand’s majorizing measure theorem ([Ta1] for the original theorem, [LT] for an expository outlet). Moreover, the method of [Sc] allows to give a good embedding theorem for $S$ as above in a general normed space.

**Theorem 5 (Second Main Theorem)** Let $X$ be normed space and let $T$ be a subset of $S^{m-1}$. Then, for every $\varepsilon > 0$, if $E^T \leq \varepsilon E(X)$, there is a linear operator $A : \mathbb{R}^n \rightarrow X$ with

$$1 - \varepsilon \leq \|At\| \leq 1 + \varepsilon$$

for all $t \in T$. $c > 0$ is a universal constant.

Since $E(\ell_2^n) \sim \sqrt{n}$, this generalizes the Gaussian case of [KM]. Note also that, taking $T = S^{m-1}$ and $X$ general, we get back Theorem 1 with the best known dependence on $\varepsilon$.

## 2 The dependence on $\varepsilon$ in Dvoretzky’s Theorem

**Lemma 1** Let $\| \cdot \|$ be a norm on $\mathbb{R}^N$ satisfying $\| \cdot \| \leq | \cdot |$ and let $e_1, \ldots, e_n$ be an orthonormal sequence in $\mathbb{R}^N$ satisfying $\|x_i\| \geq 1/2$ for all $i$ and

$$E\left( \| \sum_{i=1}^n g_i e_i \| \right) \leq L \sqrt{\log n}. \quad (2)$$

Then, for all disjoint $\sigma_1, \ldots, \sigma_{\sqrt{n}} \subset \{1, \ldots, n\}$ with $|\sigma_j| = \lfloor \sqrt{n} \rfloor$ for all $j$, there is a subset $J \subset \{1, \ldots, \lfloor \sqrt{n} \rfloor \}$ of cardinality at least $\frac{\sqrt{n}}{2}$ and there are $\{x_j\}_{j \in J}$ with $x_j$ supported on $\sigma_j$ such that $\|x_j\| = 1$ for all $j \in J$ and

$$E\left( \left\| \sum_{j \in J} r_j x_j \right\| \right) \leq 80L.$$

**Proof:** A well known convexity argument for the first inequality and a standard estimate for the second imply that for all $j$

$$E\left( \left\| \sum_{i \in \sigma_j} g_i e_i \right\| \right) \geq \frac{1}{2} E\left( \max_{i \in \sigma_j} |g_i| \right) \geq \frac{1}{20} \sqrt{\log n}. $$

Since $\{x_i\}_{i \in \sigma_j} \rightarrow \| \sum_{i \in \sigma_j} x_i e_i \|$ is 1-Lipschitz (with respect to the $\ell_2$ norm) we get from the standard concentration inequalities for Gaussian measures (see e.g. page 140 in [MS]) that

$$P\left( \left\| \sum_{i \in \sigma_j} g_i e_i \right\| \leq \frac{1}{40} \sqrt{\log n} \right) \leq e^{-\frac{\log n}{10}}.$$
It follows that, for \( n \geq 2^{80} \), \( P \left( \left\| \sum_{i \in \sigma_j} g_i e_i \right\| \leq \frac{1}{100} \sqrt{\log n} \right) \leq \frac{1}{2} \) for all \( j \) and, since these events are independent when \( j \) ranges over \( 1, \ldots, \lfloor \sqrt{n} \rfloor \), with probability at least \( \frac{1}{2} \) there is a subset \( J \subset \{1, \ldots, \lfloor \sqrt{n} \rfloor \} \) with \( |J| \geq \frac{\sqrt{n}}{2} \) such that \( \left\| \sum_{i \in \sigma_j} g_i e_i \right\| > \frac{1}{100} \sqrt{\log n} \) for all \( j \in J \). Denote the event that such a \( J \) exists by \( A \). Let \( \{r_j\}_{j=1}^{\lfloor \sqrt{n} \rfloor} \) be a Rademacher sequence independent of the original Gaussian sequence. We get that

\[
L \sqrt{\log n} \geq \mathbb{E}_g \left( \left\| \sum_{j=1}^{\lfloor \sqrt{n} \rfloor} \sum_{i \in \sigma_j} g_i e_i \right\| \right) = \mathbb{E}_r \mathbb{E}_g \left( \left\| \sum_{j=1}^{\lfloor \sqrt{n} \rfloor} r_j \sum_{i \in \sigma_j} g_i e_i \right\| \right) = \mathbb{E}_r \frac{1}{2} \mathbb{E}_g \left( \left( \mathbb{E}_r \left( \left\| \sum_{j=1}^{\lfloor \sqrt{n} \rfloor} r_j \sum_{i \in \sigma_j} g_i e_i \right\| \right) \right)/A \right).
\]

It follows that for some \( \omega \in A \), there exists a \( J \subset \{1, \ldots, \lfloor \sqrt{n} \rfloor \} \) with \( |J| \geq \frac{\sqrt{n}}{2} \) such that putting \( \bar{x}_j = \sum_{i \in \sigma_j} g_i(\omega) e_i \), \( \| \bar{x}_j \| \geq \frac{1}{100} \sqrt{\log n} \) and

\[
\mathbb{E}_r \left( \left\| \sum_{j \in J} r_j \bar{x}_j \right\| \right) \leq 2L \sqrt{\log n}.
\]

Take \( x_j = \bar{x}_j / \| \bar{x}_j \| \).

**Corollary 1** With the assumptions of Lemma 1 there is a subspace of \( \text{(span}\{e_i\}_{i=1}^n, \| \cdot \|) \) of dimension \( k \geq \frac{n^{1/3}}{C_L} \) which is CL-isomorphic to \( l_k^\infty \). \( C \) is a universal constant.

This follows immediately from Lemma 1 and Theorem 4.1 of [AM]. See also [Ta2] for a simpler proof of the result from [AM].

**Remark 1** By starting with sets \( \sigma_j \) of size \( n^{1/3} \) instead of \( \sqrt{n} \), one easily gets a similar conclusion to that of Lemma 1 with \( |J| \geq n^{1/3} \) and a constant \( C_\delta \) depending on \( \delta \) instead of 80. Consequently we get a strengthening of Corollary 1

**Corollary 2** With the assumptions of Lemma 1, for each \( \delta > 0 \) there is a constant \( C_\delta \), depending only on \( \delta \), and there is a subspace of \( \text{(span}\{e_i\}_{i=1}^n, \| \cdot \|) \) of dimension \( k \geq \frac{n^{1/3}}{C_{\delta L}} \) which is \( C_\delta L \)-isomorphic to \( l_k^\infty \).

**Corollary 3** With the assumptions of Lemma 1, for any \( 0 < \varepsilon < 1 \) there is a subspace of \( \text{(span}\{e_i\}_{i=1}^n, \| \cdot \|) \) of dimension \( k \geq cn^{1-\varepsilon} \) which is \( 1+\varepsilon \)-isomorphic to \( l_k^\infty \). \( c > 0 \) is a universal constant.

This follows from Corollary 1 and a result of James. The argument is also reproduced in [AM].

\[ \]
Theorem 6 There is a constant \( c > 0 \) such that for all \( n \in \mathbb{N} \) and all \( 0 < \varepsilon < 1 \), every \( n \)-dimensional normal space admits a subspace whose Banach-Mazur distance from \( \ell_p^k \) is at most \( 1 + \varepsilon \) and \( k > \frac{c \varepsilon}{(\log \frac{1}{\varepsilon})^2} \log n \).

Equivalently, every symmetric convex body in \( \mathbb{R}^n \) admits a \( k \)-dimensional section containing an Euclidean ball and contained in \( 1 + \varepsilon \) times that ball where \( k > \frac{c \varepsilon}{(\log \frac{1}{\varepsilon})^2} \sqrt{\log n} \).

Proof: We start with the setup of the proof of Theorem 1 as can be found for example in [MS]. Since the first statement in Theorem 6 is invariant under linear transformation we may assume that the normed space in question is \( X = (\mathbb{R}^n, \| \cdot \|) \) where \( S^{n-1} \) is the ellipsoid of maximal volume contained in the unit ball of \( X \). It follows from the Dvoretzky-Rogers Lemma that there is an orthonormal basis \( e_1, \ldots, e_n \) of \( \mathbb{R}^n \) with \( \| e_i \| \geq \frac{1}{2} \) for \( i = 1, \ldots, \left[ \frac{n}{2} \right] \). Note also that \( \| \cdot \| \leq \| . \| \). Denote \( E = \mathbb{E}\left( \| \sum_{i=1}^n g_i e_i \| \right) \) then Theorem 1 states that \( X \) admits a subspace whose Banach-Mazur distance from \( \ell_p^k \) is at most \( 1 + \varepsilon \) and \( k > c \varepsilon^2 E^2 \) (more precisely, Milman’s argument as presented in [FLM] only gives \( k > c \varepsilon^2 \log^2 E^2 \). Gordon [Go] improved the dependence on \( \varepsilon \) to \( \varepsilon^2 \); see also [Sc] for another proof - more on that proof in the next section).

If \( \varepsilon^2 E^2 \geq \frac{c \varepsilon}{(\log \frac{1}{\varepsilon})^2} \log n \) we are thus done, so we may assume that

\[
\mathbb{E}\left( \left\| \sum_{i=1}^{\left[ \frac{n}{2} \right]} g_i e_i \right\| \right) \leq E \leq \frac{1}{\varepsilon^{1/2} \log \frac{1}{\varepsilon}} \sqrt{\log n}.
\]

Apply now Corollary 3 to get a subspace of \( X \) of dimension \( m \geq c \varepsilon \log (\varepsilon^{-1/2} (\log \frac{1}{\varepsilon})^{-1}) \) which is \( 1 + \varepsilon \) - isomorphic to \( \ell_p^m \). \( \ell_p^m \) contains a subspace of dimension at least \( k = \frac{c \varepsilon}{(\log \frac{1}{\varepsilon})^2} \log m \) which is \( 1 + \varepsilon \) - isomorphic to an Euclidean space, for some universal constant \( c > 0 \). (This is well known, here is the outline of the argument: Let \( \{ x_i \}_{i=1}^m \) be an \( \varepsilon \)-net on \( S^{k-1} \) of cardinality \( m = \left\lfloor \frac{1}{\varepsilon} \right\rfloor \) and consider the embedding \( T : \ell_p^k \to \ell_p^m \) given by \( Tx = (\langle x, x_i \rangle)_{i=1}^m \). It follows that \( X \) contains a subspace of dimension \( k \) at least \( \frac{c \varepsilon}{(\log \frac{1}{\varepsilon})^2} \log n \) which is \( (1+\varepsilon)^2 \) - isomorphic to \( \ell_p^k \). This concludes the proof of the first assertion (since \( (1+\varepsilon)^2 \leq 1 + 3\varepsilon \) for \( 0 < \varepsilon < 1 \)). That the second, geometric, assertion of the theorem follows from the first is well known and easily follows from the fact that any \( 2m \) - dimensional ellipsoid in \( \mathbb{R}^{2m} \) admits an \( m \) - dimensional central section which is an Euclidean ball.

3 Embedding subsets of Euclidean space in normed spaces

Here we bring a joint generalization of the Johnson–Lindenstrauss Lemma (Theorem 4) concerning Lipschitz embedding of subsets of Euclidean space in a low dimensional Euclidean spaces and of Milman’s version of Dvoretzky’s Theorem (Theorem 1) concerning embedding Euclidean spaces in general normed spaces.
Recall that given a normed space $X$ we denote

$$E(X) = \sup \{ \mathbb{E} \left( \| \sum_{i=1}^{n} g_i u(e_i) \|_X \right) ; \ n \in \mathbb{N}, \ u : \ell_2^n \to X, \| u \| = 1 \}$$

and that given a bounded subset $T$ of $\mathbb{R}^m$ we denote

$$E_T^n = \mathbb{E} \left( \sup \{|\sum_{i=1}^{m} t_i g_i| ; \ t = (t_1, \ldots, t_m) \in T \} \right).$$

Note that letting $\| x \| = \sup \{|\langle x, t \rangle | ; \ t \in T \}$, and $X = (\mathbb{R}^m, \| \cdot \|)$, $E_T^n \leq E(X)$.

**Theorem 7.** Let $X$ be a finite dimensional normed space and let $T$ be a subset of $S^{m-1}$. Then, for every $\varepsilon > 0$, if $E_T^n \leq c \varepsilon E(X)$, there is a linear operator $A : \mathbb{R}^m \to X$ with

$$1 - \varepsilon \leq \| At \| \leq 1 + \varepsilon$$

for all $t \in T$. $c > 0$ is a universal constant.

Note that this is a joint generalization of Milman’s version of Dvoretzky’s Theorem (with the best dependence on $\varepsilon$) and a generalization of the Johnson-Lindenstrauss lemma: If $T = S^{n-1}$ we get the first. If $T$ is general and $X = \ell_2^n$ with $k \geq C \varepsilon^{-2}(E_T^n)^2$ we get the recent generalization of Klartag and Mendelson to the Johnson-Lindenstrauss lemma (in the Gaussian case).

One can get a conclusion similar to that of Theorem 7 by using first the special case $X = \ell_2^n$ and then Theorem 1 for embedding $\ell_2^n$ in $X$ but then the dependence of $\varepsilon$ will be worth.

One gets for example from Theorem 7 that any $n$-points set in a Hilbert space Lipschitz embeds in $\ell_2^n$ for $k$ of order $\frac{\log n}{\varepsilon}$ Was that known previously?

**Proof of Theorem 7:** The proof follows that of the main theorem of [Sc] with a twist at the end. We may assume that $X$ is finite dimensional, say $X = (\mathbb{R}^n, \| \cdot \|)$, that the sup in the definition of $E(X)$ is attained for the same $n$ and (by applying an isometry) for $u$ being the identity map. Put $E = E(X) = \mathbb{E} \left( \| \sum_{i=1}^{n} g_i e_i \| \right)$. Let $\{g_i\}_{i=1}^{m}$ be independent standard Gaussian variables on some probability space and for each $\omega$ in this probability space and $a = (a_1, \ldots, a_m)$ in $\mathbb{R}^m$ define

$$B_{\omega}(a) = \sum_{i=1}^{m} a_i \sum_{j=1}^{n} g_{i,j} e_j. \quad (3)$$

We may assume that $T$ is not empty. Let $t_0 \in T$ and for $a \in S^{m-1}$ put

$$H_{\omega}(a) = \| B_{\omega}(a) \| - \| B_{\omega}(t_0) \|.$$

Note that, for all $a \in S^{m-1}$, $\mathbb{E} H_{\omega}(a) = 0$. The next lemma was proved in [Sc]; we shall repeat the proof (and slightly extend it) below since [Sc] may be hard to find.
Lemma 2. For some absolute constant $C$ the process \( \{H_\omega(a)\}_{a \in S^{m-1}} \) is subgaussian with respect to the metric \( d(a, b) = C\|a - b\|_2 \). i.e., for all \( s > 0 \),

\[
P(|H_\omega(a) - H_\omega(b)| > s) \leq 2 \exp \left( -\frac{s^2}{C\|a - b\|_2^2} \right).
\]

Consider also the Gaussian process

\[
G(a) = G_\omega(a) = \sum_{i=1}^{m} a_i g_i
\]

whose corresponding metric is \( (\mathbb{E}(G(a) - G(b))^2)^{1/2} = \|a - b\|_2 \). By the majorizing measure theorem in its comparison form (see e.g., Theorem 12.16 in [LT]), for some absolute constant \( K \),

\[
\mathbb{E}(\sup_{t \in T} \| B_\omega(t) \| - \| B_\omega(t_0) \|) \leq \mathbb{E}(\sup_{t \in T} H_\omega(t)) + \mathbb{E}(\sup_{t \in T} -H_\omega(t)) \\
\leq KE(\sup_{t \in T} G(t)) + KE(\sup_{t \in T} G(t)) \leq 2KE_T^+.
\]

It follows that, if \( 8KE_T^+ \leq \varepsilon E \), then \( \mathbb{E}(\sup_{t \in T} \| B_\omega(t) \| - \| B_\omega(t_0) \|) \leq \varepsilon E / 4 \) and thus, with probability at least 1/2, there is an \( \omega \) for which

\[
\| B_\omega(t) \| - \| B_\omega(t_0) \| \leq \varepsilon E / 2 \quad \text{for all } t \in T. \tag{4}
\]

Also, since the function \( (a_1, \ldots, a_n) \to \| \sum_{j=1}^{n} a_j e_j \| \) is 1-Lipschitz,

\[
P\left( \| B_\omega(t_0) \| - E > \frac{\varepsilon}{2} E \right) = P\left( \| \sum_{j=1}^{n} g_j e_j \| - E > \frac{\varepsilon}{2} E \right) \leq e^{-c'\varepsilon^2 E^2}, \tag{5}
\]

for some absolute \( c' > 0 \). Since \( E_T^+ \) is at least 1, we may assume that \( \varepsilon E \) is large enough so that the right hand side of (5) is smaller than 1/2. It follows that, with probability larger than 1/2,

\[
(1 - \frac{\varepsilon}{2}) E \leq \| B_\omega(t_0) \| \leq (1 + \frac{\varepsilon}{2}) E.
\]

This together with (4) shows that there is an \( \omega \) for which

\[
(1 - \varepsilon) E \leq \| B_\omega(t) \| \leq (1 + \varepsilon) E \quad \text{for all } t \in T.
\]

Take \( A = B_\omega / E \). \qed

We now state and prove a slightly extended version of Lemma 2. With the definition of \( B(a) = B_\omega(a) \) as in (3), extend the definition of \( H(a) = H_\omega(a) \) to all \( a \in \mathbb{R}^n \) by

\[
H(a) = H_\omega(a) = \| B_\omega(a) \| - \| a \|_2 \| B_\omega(t_0) \|.
\]

Note that \( H(a) \) has mean zero for each \( a \in \mathbb{R}^n \).
Lemma 3 For some universal constant $C$,

$$P(|H_\omega(a) - H_\omega(b)| > s) \leq 6 \exp \left( \frac{-s^2}{C \| a - b \|^2} \right)$$

for all $a, b \in \mathbb{R}^n$ and all $s > 0$.

Proof: First assume that $\|a\|_2 = \|b\|_2$. Note that this case is all that is needed for the proof of Theorem 7. Put $c = \frac{a+b}{2}$ and notice that, since $b - a$ and $c$ are orthogonal, $B(\frac{c}{2})$ is independent of $B(c)$. Fix an $x \in \mathbb{R}^n$ and consider the function $f : \mathbb{R}^m \to \mathbb{R}$ given by

$$f_{a-b}(\{\alpha_{ij}\}) = \left\| x + \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n} (a_i - b_i) \alpha_{ij} e_j \right\|.$$

This is a Lipschitz function with constant $\|a - b\|_2/2$. Denote its expectation with respect to the canonical gaussian measure on $\mathbb{R}^m$ by $E_x$, then by the concentration inequality for Gaussian measures (see e.g., page 140 in [MS]),

$$P\left( \left\| x + \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n} (a_i - b_i) g_{ij} e_j \right\| - E_x > s \right) \leq 2 \exp\left( -cs^2/\|a - b\|_2^2 \right)$$

for all $s > 0$ and some absolute $c > 0$. The same is true for the function $f_{b-a}$ (with the same $E_x$). It follows that, conditioning on $B(\frac{a+b}{2}) = x$,

$$P(|H(a) - H(b)| > s) =$$

$$= P\left( \left\| x + \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n} (a_i - b_i) g_{ij} e_j \right\| - \left\| x + \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n} (b_i - a_i) g_{ij} e_j \right\| > s \right)$$

$$\leq 2P\left( \left\| x + \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n} (a_i - b_i) g_{ij} e_j \right\| - E_x > s/2 \right)$$

$$\leq 4 \exp\left( -cs^2/\|a - b\|_2^2 \right)$$

and thus the same inequality holds also without the conditioning.

Now consider the general case and assume for example that $\|a\|_2 < \|b\|_2$. Denote $\bar{b} = \frac{\|a\|_2}{\|b\|_2} b$. Then,

$$H(b) - H(\bar{b}) = \left( 1 - \frac{\|a\|_2}{\|b\|_2} \right) \| B(b) \| - (\|b\|_2 - \|a\|_2) E = (\|b\|_2 - \|a\|_2) H(\|b\|_2 \| b\|_2).$$

It follows that

$$P(|H(b) - H(\bar{b})| > s) = P(|H(b/\|b\|_2)| > s/(\|b\|_2 - \|a\|_2))$$

$$\leq 2 \exp\left( -cs^2/(\|b\|_2 - \|a\|_2)^2 \right) \leq 2 \exp\left( -cs^2/(\|b - \bar{b}\|_2^2) \right),$$
and thus,

\[
P(|H(a) - H(b)| > s) \leq P(|H(a) - H(\overline{b})| > s/2) + P(|H(b) - H(\overline{b})| > s/2)
\]

\[
\leq 4 \exp(-cs^2/\|a - \overline{b}\|^2_2) + 2 \exp(-cs^2/\|b - \overline{b}\|^2_2).
\]

Since \(\|a - b\|_2 \geq \max\{\|a - \overline{b}\|_2, \|b - \overline{b}\|_2\}\) we get the desired conclusion. 

\[\blacksquare\]
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