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Abstract. It is shown that if $X$ is an $n$-dimensional subspace of $L_p$, $0 < p < 1$, then there exists a subspace $Y$ of $\ell_p^N$ such that $d(X,Y) \leq 1 + \varepsilon$ and $N \leq C(\varepsilon, p)n(\log n)^3$.

1. Introduction

Given an $n$-dimensional subspace $X$ of $L_p([0, 1], d\mu)$ and, $\varepsilon > 0$ what is the smallest integer $N = N(n, \varepsilon)$ such that there is a subspace $Y$ of $\ell_p^N$ with $d(X,Y) \leq 1 + \varepsilon$, where $d(X,Y)$ is the Banach-Mazur distance? For $p \geq 1$ the dependence of $N$ on $n$ is known, except for possibly redundant log factors. (It is, forgetting log factors, $n$, for $1 \leq p < 2$, and $n^{p/2}$, for $2 < p < \infty$. See Bourgain, Lindenstrauss and Milman [1], Talagrand [11], [12] for the best known results). In the case of $0 < p < 1$ the known result is only $N(n, \varepsilon) \leq c(\varepsilon, p)n^2$ (see Schechtman [10]). Recently Peña [9] considered the problem we address in the present paper, i.e. extending the result of [1] to the range $0 < p < 1$, and observed that any $X$ as above admits a $Y \subseteq \ell_p^N$ with $N \leq C(p)n$ and $d(X,Y) \leq C(p)(\log n)^{1/p}$. The problem of reducing the $\log n$ factor to $1 + \varepsilon$ was left open in [9] and was the trigger to the present note. For a more extensive review of the background material see the forthcoming [4].

In this paper we extend the result of [1] to the range $0 < p < 1$ by proving the following result.

Theorem 1.1. Let $0 < p < 1$ then

$$N(n, \varepsilon) \leq C(p, \varepsilon)n(\log n)^3.$$  

Throughout this paper $C, c, c_1$ etc. denote absolute constants whose value may change from line to line. Similarly $C(p), c(p), C(p, \varepsilon)$ denote constants depending on the arguments, $p$ or $p$ and $\varepsilon$, only.
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The proof is by the method initiated in [10] and refined in [1] of random selection of coordinates. We may assume that $X \subseteq \ell^M_p$ for some finite (but large) $M$ and we would like to choose randomly a small set $A$ of coordinates for which the operator of restriction to $A$ is an isomorphism on $X$. It is easy to see that this is impossible in general (for example if $X$ is essentially supported on a small subset of the coordinates). So we need to first change the “location” of $X$ in $\ell^M_p$. This is done (as in all the previous references) via change of density. In the existing literature referred to above one uses the so called Lewis’ change of density. This was available until now only in the range $p \geq 1$, indeed, the proof in [6] uses duality in an essential way. In section 2, below we extend Lewis’ result to the range $0 < p < 1$. The proof is new and simpler even in the known range and we believe it is of independent interest.

Rather than choosing the set $A$ of coordinates in one step we prefer do to it iteratively reducing the size of $M$ by a factor of approximately $1/2$ each time. (This is the approach of [11].) This amounts to estimating

$$
(1.1) \sup_{x \in X, \|x\| \leq 1} \left| \sum_{i=1}^{M} \varepsilon_i |x_i|^p \right|
$$

over a typical choice of signs $\varepsilon_i$, $i = 1, 2, \ldots, M$. Indeed, if for a particular choice of signs this quantity is smaller than $\delta$ then it is easy to see that the restriction operator to both $A = \{i; \varepsilon_i = 1\}$ and $A^c = \{i; \varepsilon_i = -1\}$ is an $\left(\frac{1+p}{1-p}\right)^{1/p}$-isomorphism.

The expected value of (1.1) over all choices of signs is dominated by a similar expression with independent Gaussian variables replacing the $\varepsilon_i$-s:

$$
IE \sup_{x \in X, \|x\| \leq 1} \left| \sum_{i=1}^{M} g_i |x_i|^p \right|
$$

To estimate this quantity we use, as is done implicitly in [1], a theorem of Dudley. This is done in section 4. The method requires fine entropy estimates and these are developed in section 3. The proof of the entropy estimates is based on a proof of a similar estimate in [1]. The main difficulty for us was to realize that in spite of the way it is written there these estimates do not use duality in an essential way. In the last section of this paper we gather all the ingredients into a proof of Theorem 1.1

2. Lewis’ theorem in the non-convex setting

We first state and prove a theorem (due to Lewis [6] in the range $1 \leq p < \infty$) concerning the existence of special bases in finite dimensional subspaces of $L_p$. Even for $p \geq 1$ the proof is somewhat different and more direct than that of Lewis and in particular does not use explicitly Lewis’ lemma [7] nor the notion of $p$-summing operators. [8] (see also [13]) contains another proof, simpler than the original, for the case $1 < p < \infty$. 
Theorem 2.1. Let $X$ be an $n$-dimensional subspace of $L_p(\Omega, \mu)$, $0 < p < \infty$. Then, there is a basis $f_1, \ldots, f_n$ of $X$ satisfying

\begin{equation}
\int \left( \sum_{i=1}^{n} f_i^{2p} \right)^{\frac{p-2}{2}} f_k f_l d\mu = \delta_{kl}, \quad 1 \leq k, l \leq n.
\end{equation}

In particular, one can find a probability measure $\nu$ on $\Omega$ and a subspace $\bar{X}$ of $L_p(\Omega, \nu)$ isometric to $X$ which admits a basis $h_1, \ldots, h_n$ orthonormal in $L_2(\Omega, \nu)$, such that $\sum_{i=1}^{n} h_i^2 = n$.

Proof. We first assume that $\Omega$ is finite. Assume without loss of generality that $X$ has maximal support, i.e., for every $t \in \Omega$, there is a $x \in X$ with $x(t) \neq 0$.

Let $\{x_i\}_{i=1}^{n}$ be a basis for $X$. Given an $n \times n$ matrix $B = (b_{ij})_{i,j=1}^{n}$, we consider it as an operator from $\mathbb{R}^n$ into $X$ sending the basis vector $e_i$ to $\sum_{j=1}^{n} b_{ij} x_j$. Let $A = (a_{ij})_{i,j=1}^{n}$ be an $n \times n$ matrix which maximizes $\det(B)$ subject to

\[ \left\| \left( \sum_{i=1}^{n} (Be_i)^2 \right)^{1/2} \right\|_p \leq 1. \]

Note that necessarily $\{Ae_i\}_{i=1}^{n}$ is a basis for $X$ and in particular $\sum_{i=1}^{n} (Ae_i)^2(t) > 0$ for all $t \in \Omega$. Consequently, for every $t$ the function $\left( \sum_{i=1}^{n} (Be_i)^2(t) \right)^{p/2}$ is continuously differentiable at $A$ as a function of $(b_{ij})$ and

\begin{equation}
\frac{\partial}{\partial b_{kl}} \left( \sum_{i=1}^{n} (Be_i)^2 \right)^{1/2} = \frac{p}{6} \int \left( \sum_{i=1}^{n} \left( \sum_{j=1}^{n} b_{ij} x_j(t) \right)^2 \right)^{p/2} du(t)
\end{equation}

Now, as is well known (expand $\det(B)$ by the $k$th row), $\frac{\partial}{\partial a_{ij}} \det(B)$ is the $ik$ element of $B^{-1}$ multiplied by $\det(B)$. By the method of Lagrange multipliers, we get that

\[ C = \left( \frac{\partial}{\partial a_{ij}} \left( \sum_{i=1}^{n} (Ae_i)^2 \right)^{1/2} \right)^{p/2}_{i,j} \]

is a multiple of $\left( \frac{\partial}{\partial a_{ij}} \det(A) \right)^{n}_{i,j}$ which, as we have just remarked, is a multiple of $A^{*1}$, i.e., $A^{*}C$ is a multiple of the identity matrix. Put $f_k = \sum_{s=1}^{n} a_{ks} x_s$, then it follows from (2.2) that for some $\lambda \in \mathbb{R}$,

\[ \int \left( \sum_{i=1}^{n} f_i^2(t) \right)^{1/2} f_k(t) f_s(t) du(t) = \lambda \delta_{nk} \]

which, after normalization, gives a basis satisfying (2.1). Put

\[ f(t) = \left( \sum_{i=1}^{n} f_i^2(t) \right)^{1/2}, \quad \nu(\{t\}) = \mu(\{t\}) f_p(t) / \int f_p(s) du(s), \]

$X = \{ x/f ; x \in X \}$ and $h_i = n^{1/2} f_i / f$

then $h_1, \ldots, h_n$ is the required basis in the 'In particular' part of the theorem.
This finishes the proof in the case that \( \mu \) is finitely supported. This case is all we need for the rest of this paper so we only sketch the easy generalization. First, by changing the density, i.e. dividing the elements of \( X \) by some positive \( L_p \) function \( \varphi \) and changing the measure to \( \varphi^2 d\mu \), we may assume that for some constant \( K \) (depending on \( n \)) every norm one function in \( X \) is bounded by \( K \). Now, for every \( \varepsilon \) there is a subspace \( X_\varepsilon \) of the same \( L_p \) space which consists of simple functions and which is \( \varepsilon \) close to \( X \) in the sense that for every norm one function \( f \) in \( X \) (resp. \( X_\varepsilon \)) there is a function \( g \) in \( X_\varepsilon \) (resp. \( X \)) with \( \| f - g \| < \varepsilon \). By the first part of the proof there is a basis \( f_1, \ldots, f_n \) in \( X_\varepsilon \) satisfying (2.1). Any limit \( f_1, \ldots, f_n \) of these bases as \( \varepsilon \to 0 \) along some subsequence, will satisfy (2.1) as well and be in \( X \). To get the basis \( h_1, \ldots, h_n \) we change the density again as in the discrete case above. \( \square \)

Remarks: 1. Note that if \( X \) is a subspace of \( \ell^M_p \) and \( \mu \) is the probability measure on \( \{1, \ldots, M\} \) given by the theorem above then, as observed in [3] we can split each atom of \( \nu \) of mass large than \( 4/M \) into pieces each of size between \( 2/M \) and \( 4/M \). This will enlarge the number of atoms by at most \( M/2 \). The new measure, which we still denote by \( \nu \), is now supported on \( \{1, \ldots, M'\} \), where \( M' \leq 3M/2 \). \( \mu(i) \leq 4/M \) for all \( i \), \( X \) is still isometric to a subspace (which we continue to denote by \( X \)) of \( L_p \) of the new measure space and the new \( X \) admits an orthonormal basis \( h_1, \ldots, h_n \) whose sum of squares is a constant.

2. Let \( \mathcal{X} \) be as given in Theorem 2.1. If \( x \in X \) then, for \( 0 < p < 2 \),
\[
\|x\|_2 \leq n^{1/p-1/2} \|x\|_p \quad \text{and} \quad \|x\|_\infty \leq n^{1/p} \|x\|_p.
\]
Indeed, if \( x \in X \) and \( x = \sum_{i=1}^n \alpha_i h_i \) then
\[
\|x\|_\infty \leq \left( \sum_{i=1}^n \alpha_i^2 \right)^{1/2} \left( \sum_{i=1}^n h_i^2 \right)^{1/2} \leq n^{1/2} \|x\|_2
\]
and
\[
\|x\|_2^2 \leq n^{1/p-1/2} \|x\|_p^p \leq n^{2/p} \|x\|_\infty^p \|x\|_p^p.
\]
Thus \( \|x\|_2 \leq n^{1/p-1/2} \|x\|_p \). Note that this implies in particular that \( d(X, \ell^M_p) \leq n^{1/p-1/2} \) for every \( n \) dimensional subspace of \( L_p \). This extends a result of Lewis [6] to the range \( 0 < p < 1 \) (but it is easy to get this extension also by other means).

3. The basis with property (2.1) is unique up to orthogonal transformation: Let \( X \) and \( f_1, \ldots, f_n \) be as in Theorem 2.1 and let \( g_1, \ldots, g_n \) be another basis satisfying (2.1), i.e.
\[
(2.3) \quad \int F^{p-2} f_k f_l d\mu = \int G^{p-2} g_k g_l d\mu = \delta_{kl}, \quad 1 \leq k, l \leq n
\]
where \( F = \left( \sum_{i=1}^n f_i^2 \right)^{1/2} \) and \( G = \left( \sum_{i=1}^n g_i^2 \right)^{1/2} \). Then there exists an orthonormal matrix \( U = (u_{ij}) \) such that \( f_i = \sum_{j=1}^n u_{ij} g_j \), \( i = 1, \ldots, n \). We are going to show that \( F = G \) from which the assertion easily follows. Denote by \( X_F \) (resp. \( X_G \) )
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considered as a subspace of $L_2(F^{p-2}d\mu)$ (resp. $L_2(G^{p-2}d\mu$). Define three Hilbert space isometries, $u : \ell^n_2 \rightarrow X_F$, $v : \ell^n_2 \rightarrow X_G$, and $T : X_F \rightarrow X_G$ by

$$u(e_i) = f_i, \ v(e_i) = g_i, \ i = 1, \ldots, n \text{ and } Tx = xG^{-(p-2)/2}F^{(p-2)/2}.$$ 

$U = v^{-1}Tu$ is a unitary operator on $\ell^n_2$ represented by the orthogonal matrix $U = (a_{ij})$. Then on one hand $Tf_i = \sum_{j=1}^n a_{ij}g_j$ and on the other hand $Tf_i = f_iG^{-(p-2)/2}F^{(p-2)/2}$ squaring, summing over $i$ and using the fact that $\sum_{i=1}^n (\sum_{j=1}^n a_{ij}g_j)^2 = \sum_{i=1}^n g_i^2$ we get that $F = G$.

4. As we remarked above Lewis' proof of Theorem 2.1 is based on another theorem of Lewis [7] which states that if $\alpha$ is a norm on $\mathbb{R}^{n^2}$ regarded as the space of $n \times n$ matrices and $\alpha^*$ is the dual norm where duality is given by the trace $(\text{trace}BA = (B^*, A)$, where $(\cdot, \cdot)$ is the usual scalar product in $\mathbb{R}^{n^2}$ then there is an invertible matrix $A$ with $\alpha(A) = 1$ and $\alpha^*(A^{-1}) = n$. The proof (first used by F. John for $\alpha$ being an operator norm) is by a variational argument and is obtained as a point at which $\det(A)$ is maximal under the constraint: $\alpha(A) \leq 1$. The proof is quite simple but it may be instructive to notice that, although this is not the way it is commonly presented, it is really just a solution of a maximization problem under constraints, using the method of Lagrange multipliers. Indeed, assuming the norm $\alpha$ is smooth, the gradient of $\alpha(A)$ considered as a function on $\mathbb{R}^{n^2} \setminus \{0\}$ is (like the gradient of any norm on $\mathbb{R}^m$) the norming functional of $A$, i.e., a matrix $B = B_A$ such that $\alpha(B) = 1$ and $\text{trace}BA = \alpha(A)$. Since the gradient of $\det(A)$ is a multiple of $A^{-1}$ we get that $BA$ is a multiple of $A^{-1}$. (The reason for removing the adjoin is the relation between trace duality and the usual duality in $\mathbb{R}^{n^2}$.) It is now easy to see that the multiple must be $1/n$.

3. Entropy estimates

Let $X$ be an $n$ dimensional subspace of $L_p(\Omega, \nu)$ for some probability measure $\nu$ and assume $X$ admits an orthonormal basis $f_1, \ldots, f_n$ with $\sum f_i^2 = n$. For $0 < q \leq \infty$ denote by $B_q = B_q(X)$ the unit ball of $X$ in the $L_q(\Omega, \nu)$ norm. By $E(B_{r}, B_{s}, t)$ we denote the metric entropy of $B_{p}$ with respect to $tB_{s}$, i.e., the minimal number of translates of $tB_{s}$ needed to cover $B_{p}$. The case $p \geq 1$ of the next proposition has been implicitly proved in [1] (see the proof of Proposition 7.2 there). A superficial glance at the proof there seems to imply that duality is used. As we shall see below this is not really the case and a small variation of the proof works also in the range $0 < p < 1$.

**Proposition 3.1.** Let $0 < p < 2$ then, for any $t > 1$,

$$\log E(B_p, B_2, t) \leq c(p)n(\log n)t^{-2p/(2-p)}.$$

**Proof.** For $k = 0, 1, \ldots$, let $E_k$ be a maximal subset of $B_p$ with respect to the condition: $\|f - g\|_2 > 8^kt$ for every $f \neq g$ in $E_k$. (For $k$ such that $8^kt > n^{(2-p)/2p}$ we take $E_k = \{0\}$.) Then

$$|E_k| \geq E(B_p, B_2, 8^kt).$$
Since, for every \( k \) there are \( x_i \in B_p, i = 1, 2, \ldots, E = E(B_p, B_2, 8^{k+1} t) \), satisfying
\[ \bigcup_{i=1}^{E} \{ x_i + 8^{k+1} t B_2 \} \subseteq B_p, \] we can find for every \( k \) a \( y_k \in B_p \) such that
\[
\left| \{ y_k + 8^{k+1} t B_2 \} \cap \mathcal{E}_k \right| \geq \frac{|\mathcal{E}_k|}{E(B_p, B_2, 8^{k+1} t)} \geq E(B_p, B_2, 8^{k+1} t).
\]

Let \( \mathcal{L}_k = \{ (f - y_k)/8^{k+1} t, f \in \{ y_k + 8^{k+1} t B_2 \} \} \cap \mathcal{E}_k \). Then,
\[
\| \| g \|_2 \leq 1, \| g \|_p \leq 2^{1/p+1} / 8^{k+1} t, \text{ for any } g \in \mathcal{L}_k
\]
and
\[
\| g - g' \|_2 > 1/8, \text{ for any } g \neq g', g, g' \in \mathcal{L}_k.
\]

For \( g \neq g' \) and \( 0 < \theta < p \),
\[
\| g - g' \|_p^\theta = \int_1 | g - g' |^\theta | g - g' |^{2-\theta} d\nu \
\leq (\int_1 | g - g' |^p d\nu)^{\theta/p} \left( \int_1 | g - g' |^{(2-\theta)p/(p-\theta)} d\nu \right)^{(p-\theta)/p}.
\]

Let \( r = (2 - \theta)p/(p - \theta) \), then \( r > 2 \), and for any \( g \neq g', g, g' \in \mathcal{L}_k \),
\[
8^{-2} < \| g - g' \|_p^\theta = \int | g - g' |^\theta | g - g' |^{2-\theta} \
\leq \| g - g' \|_p^\theta \| g - g' \|_2^{2-\theta} \leq (2^{1/p+1} / 8^{k+1} t)^r \| g - g' \|_2^{2-\theta}
\]
or
\[
\| g - g' \|_r > 8^{-3/(2-\theta)} (8^{k+1} t)^{\theta/(2-\theta)} \text{ for all } g \neq g', g, g' \in \mathcal{L}_k.
\]

It particular,
\[
E(B_2, B_r, 8^{-3/(2-\theta)} (8^{k+1} t)^{\theta/(2-\theta)} ) \geq |\mathcal{L}_k|.
\]

We now use (7.13) in the proof of Proposition 7.2 of [1] according to which
\[
\log E(B_2, B_r, s) \leq crn \left( \log n(s/c)^{2(3-\theta)/(4-\theta)} \right).
\]

It follows that
\[
\log E(B_2, B_r, 8^{-3/(2-\theta)} (8^{k+1} t)^{\theta/(2-\theta)} ) \leq c^{1+2(3-\theta)/(4-\theta)} r n \left( \log n(8^{k+1} t)^{2-2p/(2-\theta)} \right)
\]
and picking \( \theta = p/2 \) we get
\[
\log E(B_2, B_r, 8^{-3/(2-\theta)} (8^{k+1} t)^{\theta/(2-\theta)} ) \leq c^{1/(2-p)} r n \left( \log n(8^{k+1} t)^{2-2p/(2-\theta)} \right).
\]

Now, (3.1) and (3.2) imply that
\[
c^{1/(2-p)} r n \left( \log n(8^{k+1} t)^{2-2p/(2-\theta)} \right) \geq \log |\mathcal{L}_k| = \log | \{ y_k + 8^{k+1} t B_2 \} \cap \mathcal{E}_k | \
\geq \log E(B_p, B_2, 8^t) - \log E(B_p, B_2, 8^{k+1} t).
\]

By summing these inequalities over all \( k \) we obtain
\[
\log E(B_p, B_2, t) \leq c(p) n (\log n)^t - 2p/(2-\theta).
\]
The constant $c(p)$ is bounded by $c^{1/(2-p)}/p$ for some universal $c$. \qed

**Remark:** As in [1] one can get also that for every $n$ dimensional subspace $X$ of $L_p$ and for every $\varepsilon$ there is another subspace $\tilde{X}$ of $L_p$ whose Banach-Mazur distance from $X$ is at most $1+\varepsilon$ and, letting $\hat{B}_q$ denote the unit ball of $\tilde{X}$ with respect to the $L_q$ norm,

$$
\log E(\hat{B}_p, \hat{B}_\infty, t) \leq c(p)n \log(n\varepsilon^{-1})t^{-p}
$$

for $t > 1$.

### 4. A Bound on a Gaussian process

Let $X$ be an $n$ dimensional subspace of $L_p(\Omega, \nu)$ for a set $\Omega$ with $K$ points and some probability measure $\nu$ satisfying $\nu(\{i\}) \leq 6/K$ and assume $X$ admits an orthonormal basis $f_1, \ldots, f_n$ with $\sum f_i^2 = n$.

**Proposition 4.1.** Let $0 < p < 1$ and let $g_i$, $i = 1, \ldots, K$ be independent standard Gaussian random variables. Then

$$
E \sup_{x \in B_p} \left| \sum_{i=1}^{K} \nu(\{i\}) g_i |x(i)|^p \right| \leq c(p) \left( \frac{n}{K} \log n \right)^{3/2}.
$$

Proof. Let $\delta$ be the natural distance associated with the Gaussian process $\{G_x = \sum_{i=1}^{K} \nu(\{i\}) g_i |x(i)|^p\}_{x \in B_p}$, i.e.,

$$
\delta(y, z) = \left( \sum_{i=1}^{K} \left| \nu(\{i\}) (|y_i|^p - |z_i|^p) \right|^2 \right)^{1/2}, \quad y, z \in B_p.
$$

Let $\theta = (1-p)/(2-p)$ then

$$
\delta(y, z)^2 \leq \sum_{i=1}^{K} \nu(\{i\})^2 |y_i - z_i|^{2p}
$$

$$
\leq 6K^{-1} \|y - z\|_p^{2p} |y - z|_2^{1-\theta/2p}
$$

$$
\leq 12K^{-1} \|y - z\|_2^{p/(2-p)}.
$$

By the second remark following Theorem 2.1 $\|x\|_2 \leq n^{(2-p)/2p} \|x\|_p$ for all $x \in X$ It follows that the $\delta$ diameter of $B_p$ is at most $(12n)^{1/2}K^{-1/2}$.

Proposition 3.1 and (4.1) also imply

$$
\log E(B_p, \delta, t) \leq \log E(B_p, (12K^{-1})^{1/2} \|x\|_2^{p/(2-p)}, t)
$$

$$
\leq \log E(B_p, \|x\|_2, 12^{-2(p-1)/2p} K^{(2-p)/2p} \|x\|_2^{(2-p)/p})
$$

$$
\leq c(p)n (\log n)K^{-1}t^{-2}.
$$
The last inequality in the later display requires that \( t \geq 12^{1/2} K^{-1/2} \). For \( 0 < t < 12^{1/2} K^{-1/2} \) we first obtain that

\[
\delta(y, z)^2 \leq \sum_{i=1}^{K} \nu(\{ i \})^2 |y_i - z_i|^2 \leq \left( \sum_{i=1}^{K} (\nu(\{ i \}) |y_i - z_i|^p \right)^2 \leq \| y - z \|_p^2.
\]

Then we use standard volume considerations in the \( n \)-dimensional space \( X \) to obtain

\[
\log E(B_p, \delta, t) \leq \log E(B_p, \| \cdot \|_p^t, t) \leq \log E(B_p, \| \cdot \|_p^t, t^{1/3}) \leq cn \log t^{-1}.
\]

Finally, by Dudley’s theorem ([2], [5]),

\[
E \sup_{x \in B_p} \left| \frac{1}{K} \sum_{i=1}^{K} \nu(\{ i \}) g_i(x(i)) \right| \leq c \int_0^{(12n)^{1/2} K^{-1/2}} (\log E(B_p, \delta, t))^{1/2} dt \leq c(p) n^{1/2} (\log n)^{1/2} K^{-1/2} t^{-1/3} dt + c \int_{(12n)^{1/2} K^{-1/2}}^{(12n)^{1/2} K^{-1/2}} n^{1/2} (\log t)^{1/2} dt \leq c(p) \left( \frac{n}{K} (\log n)^3 \right)^{1/2}.
\]

\[\square\]

5. The proof of Theorem 1.1

By a simple approximation we may assume that \( X \) is a subspace of \( \ell^M_p \) for some finite \( M \). Using Theorem 2.1 and the first remark following it we may then assume that \( X \subseteq L_p(\Omega, \nu) \) where \( |\Omega| \leq 3M/2, \nu_i = \nu(\{ i \}) \leq 4/M \) for all \( i \in \Omega \) and \( X \) admits an orthonormal basis \( f_1, \ldots, f_n \) with \( \sum f_i^2 = n \). We would like to find a subset \( A \subseteq \Omega \) for which

\[
\sup_{x \in X, \| x \| \leq 1} \left| \sum_{i \in A} \nu_i |x_i|^p - \sum_{i \notin A} \nu_i |x_i|^p \right| \leq (c(p)nM^{-1} (\log n)^3)^{1/2}.
\]

Then the restriction operators to both \( A \) and the complement of \( A \) are \( (1 + c(p)nM^{-1} (\log n)^3)^{1/2} \)-isomorphisms and of course one of \( A \) or \( A^c \) is of cardinality at most \( 3M/4 \). This reduces the dimension of the containing space from \( M \) to \( 3M/4 \). Iterating, we get that as long as

\[
\prod_{i=1}^{t} \left( \frac{1 + (c(p)nM^{-1} (\log n)^3)^{1/2}}{1 - (c(p)nM^{-1} (\log n)^3)^{1/2}} \right)^{1/p} \leq 1 + \varepsilon,
\]

\[
\prod_{i=1}^{t} \left( \frac{1 + (c(p)nM^{-1} (\log n)^3)^{1/2}}{1 - (c(p)nM^{-1} (\log n)^3)^{1/2}} \right)^{1/p} \leq 1 + \varepsilon,
\]
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$X$ $(1 + \varepsilon)$-embeds into $\ell_p^n$ for some $m \leq M(3/4)^{-L-1}$. Now (5.2) is satisfied for $l$ such that $M(3/4)^{-L-1} \leq C(p, \varepsilon) n(\log n)^3$ (for $C(p, \varepsilon)$ of the form $C(p)/\varepsilon^3$) which would conclude the proof if we only could establish (5.1).

To find a set $A$ satisfying (5.1) it is enough to prove that

$$\text{Ave}_A \sup_{x \in X, \|x\| \leq 1} \left| 2 \sum_{i \in A} \nu_i |x_i|^p - \sum_{i \in \Omega} \nu_i |x_i|^p \right| = \mathbb{E} \sup_{x \in X, \|x\| \leq 1} \left| \sum_{i \in \Omega} \varepsilon_i \nu_i |x_i|^p \right| \leq (c(p) n M^{-1}(\log n)^3)^{1/2}.$$  \hspace{1cm} (5.3)

Here $\text{Ave}_A$ denotes the average over all subsets of $\Omega$ while $\mathbb{E}$ is the expectation with respect to the natural product measure on $\{-1, 1\}^\Omega$. The contraction principle (which is simple in this case) implies

$$\mathbb{E} \sup_{x \in X, \|x\| \leq 1} \left| \sum_{i \in \Omega} \varepsilon_i \nu_i |x_i|^p \right| \leq \sqrt{\frac{\pi}{2}} \mathbb{E} \sup_{x \in X, \|x\| \leq 1} \left| \sum_{i \in \Omega} g_i \nu_i |x_i|^p \right|$$

which together with Proposition 4.1 gives (5.3).
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