Abstract

Essential matrix averaging, i.e., the task of recovering camera locations and orientations in calibrated, multiview settings, is a first step in global approaches to Euclidean structure from motion. A common approach to essential matrix averaging is to separately solve for camera orientations and subsequently for camera positions. This paper presents a novel approach that solves simultaneously for both camera orientations and subsequently for camera positions. We offer a complete characterization of the algebraic conditions that enable a unique Euclidean reconstruction of \( n \) cameras from a collection of \( \binom{n}{2} \) essential matrices. We next use these conditions to formulate essential matrix averaging as a constrained optimization problem, allowing us to recover a consistent set of essential matrices given a (possibly partial) set of measured essential matrices computed independently for pairs of images. We finally use the recovered essential matrices to determine the global positions and orientations of the \( n \) cameras. We test our method on common SfM datasets, demonstrating high accuracy while maintaining efficiency and robustness, compared to existing methods.

1. Introduction

What algebraic conditions make a collection of \( \binom{n}{2} \) essential matrices consistent, in the sense that there exist \( n \) Euclidean camera matrices that produce them? This fundamental question has not yet been answered in the literature. It is well known that \( \binom{3}{2} = 3 \) fundamental matrices are consistent if, and only if, the epipole of the third view is transferred correctly between each pair of views, i.e., for every \( 1 \leq i, j, k \leq 3 \), \( e_{ik}^T F_{ij} e_{jk} = 0 \). Recent work [15] presented a set of sufficient and necessary algebraic conditions that make \( \binom{2}{2} \) fundamental matrices in general position consistent. One could expect that essential matrices that fulfill those same conditions would be consistent with respect to Euclidean camera matrices. However, these conditions are not sufficient and can be contradicted by a counter example, see one such construction in the supplementary material.

Establishing consistency constraints for essential matrices is an important step toward producing essential matrix averaging algorithms. Given \( n \) images \( I_1, ... , I_n \), a common approach for global Structure from Motion (SfM) begins by robustly estimating essential matrices between pairs of views, \( \{ E_{ij} \} \), from which an estimate of the relative pairwise rotations \( \{ R_{ij} \} \) and translations \( \{ t_{ij} \} \) are extracted. Motion averaging then is performed typically in two steps: first the absolute camera orientations \( \{ R_i \} \) are solved by averaging the relative rotations. Then, using the relative translations and the recovered absolute orientations, the absolute camera positions \( \{ t_i \} \) are recovered. Finally, the obtained solution is refined by bundle adjustment.

Our goal in this paper is to establish a complete set of necessary and sufficient conditions for the consistency of essential matrices and to use these conditions to formulate a one-step algorithm for averaging essential matrices. To achieve this goal we investigate an object called the \( n \)-views essential matrix, which is obtained by stacking the \( \binom{n}{2} \) essential matrices into a \( 3n \times 3n \) matrix whose \( i, j \)'th \( 3 \times 3 \) block is the essential matrix \( E_{ij} \) relating the \( i \)'th and the \( j \)'th frames. We prove that, in addition to projective consistency (introduced in [15]), this matrix must have three pairs of eigenvalues each of the same magnitude but opposite signs, and its eigenvectors directly encode camera parameters.

We use these results to introduce the first (to the best of our knowledge) essential matrix averaging algorithm. Given a noisy estimate of a subset of \( \binom{n}{2} \) essential matrices, our algorithm seeks to find the nearest consistent set of essential matrices. We formulate this problem as constrained optimization and solve it using ADMM. We then incorporate this algorithm in a global SfM pipeline and evaluate our pipeline on the datasets of [25], showing superior accuracies relative to state of the art methods on almost all image collections while also maintaining efficiency.
2. Related work

Approaches for Euclidean motion averaging can be divided into two main categories: Incremental methods [16, 20, 1, 14, 26] begin with a small subset of frames and produce an initial reconstruction. The rest of cameras are then used sequentially for reconstruction. These methods are very successful and quite robust. However, they have to apply bundle adjustment refinement at every step to prevent camera drift. Consequently, these method are computationally demanding when applied to large data sets.

Global methods [3, 25, 8, 13, 18], in contrast, recover the motion parameters simultaneously for all the frames. Typical global SFM pipelines proceed by applying a camera orientation solver, followed by a location solver.

Global orientation solvers [3, 17, 24, 9, 5] solve for the absolute orientations of the cameras given relative rotation measurements between pairs of images. [3, 17] derive closed form solutions that minimize a least squares objective constructed from the pairwise relative orientations. These methods are very efficient but due to the relaxed orthonormality requirement, the result is usually suboptimal. Other methods [24, 9, 5] utilize the Lie algebra structure of the rotation group to perform rotation averaging in SO(3). These methods, however, often converge to local minima. Recently, [7] has used the strong duality principle to find an efficient and robust optimization algorithm for essential matrices. Their method, however, is limited to projective settings and is inapplicable to calibrated settings, i.e., for Euclidean reconstruction. [24] suggested a method that optimizes first for camera positions and then for their orientations, and as a post processing simultaneously optimizes for both. However, this method is sensitive to outliers. Recent work explored the properties of the manifold of essential matrices [23]. Their characterization, however, is suitable only for a single essential matrix and not for general multiview settings. Finally, [2, 11] explore general algebraic properties of multi-view settings.

Our paper extends the work of [15, 19] by introducing a complete set of necessary and sufficient conditions for consistency of multiview essential matrices and by proposing an efficient and robust optimization algorithm for essential matrix averaging that incorporates these conditions.

3. Theory

Let $I_1, ..., I_n$ denote a collection of $n$ images of a static scene captured respectively by cameras $P_1, ..., P_n$. Each camera $P_i$ is represented by a $3 \times 4$ matrix $P_i = K_i R_i^T [I_i, -t_i]$ where $K_i$ is a $3 \times 3$ calibration matrix, $t_i \in \mathbb{R}^3$ and $R_i \in SO(3)$ denote the position and orientation of $P_i$, respectively, in some global coordinate system. We further denote $V_i = K_i^{-T} R_i^T$, so $P_i = V_i^{-1} [I_i, -t_i]$. Consequently, let $X = (X, Y, Z)^T$ be a scene point in the global coordinate system. Its projection onto $I_i$ is given by $x_i = X_i / Z_i$, where $X_i = (X_i, Y_i, Z_i)^T = K_i R_i^T (X - t_i)$.

We denote the fundamental matrix and the essential matrix between images $I_i$ and $I_j$ by $F_{ij}$ and $E_{ij}$ respectively. It was shown in [3] that $E_{ij}$ and $F_{ij}$ can be written as

$$E_{ij} = R_j^T (T_i - T_j) R_j$$

$$F_{ij} = K_i^{-1} E_{ij} K_j^{-1} = V_i (T_i - T_j) V_j^T$$

where $T_i = [t_i] \times$.

Throughout this paper we assume that all calibration matrices are known, so our work deals with solving the problem of Euclidean SFM.

The derivations in this paper adopt the definitions “$n$-view fundamental matrix” and “consistent $n$-view fundamental matrix” from [15]. We first repeat these definitions, for the sake of clarity, and then define analogous definitions for the calibrated case. In the definitions below we denote the space of all the $3n \times 3n$ symmetric matrices by $\mathbb{S}^{3n}$.

**Definition 1.** A matrix $F \in \mathbb{S}^{3n}$, whose $3 \times 3$ blocks are denoted by $F_{ij}$, is called an $n$-view fundamental matrix if $\forall i \neq j \in \{1, ..., n\}$, $\text{rank}(F_{ij}) = 2$ and $\forall i \ F_i = 0$.

**Definition 2.** An $n$-view fundamental matrix $F$ is called consistent if there exist camera matrices $P_1, ..., P_n$ of the form $P_i = V_i^{-1} [I_i, t_i]$ such that $F_{ij} = V_i (\langle t_i \rangle - \langle t_j \rangle) V_j^T$, where $\langle t \rangle$ denotes the skew-symmetric matrix of $t$.
Definition 3. A matrix \( E \in \mathbb{S}^{3n} \), whose \( 3 \times 3 \) blocks are denoted by \( E_{ij} \), is called an \( n \)-view essential matrix if for every \( j \neq i \in \{1, \ldots, n\} \) and \( i \in \{1, \ldots, n\} \), \( \text{rank}(E_{ij}) = 2 \), the two singular values of \( E_{ij} \) are equal, and \( \forall i \, E_{ii} = 0 \).

Definition 4. An \( n \)-view essential matrix \( E \) is called consistent if there exist \( n \) rotation matrices \( \{R_i\}_{i=1}^n \) and \( n \) vectors \( \{t_i\}_{i=1}^n \) such that \( E_{ij} = R_i^T ((t_i)_x - [t_j]_x) R_j \).

Note that any (consistent) \( n \)-view essential matrix is also a (consistent) \( n \)-view fundamental matrix. In [15] necessary and sufficient conditions for the consistency of the \( n \)-view fundamental matrix were proved. The main theoretical contribution of [15] is summarized in Theorem 1. For the consistency of \( n \)-view essential matrix, a partial set of necessary conditions were derived in [19]. Those are summarized below in Theorem 2.

Theorem 1. An \( n \)-view fundamental matrix \( F \) is consistent with a set of \( n \) cameras whose centers are not all collinear if, and only if, the following conditions hold:

1. \( \text{rank}(F) = 6 \) and \( F \) has exactly 3 positive and 3 negative eigenvalues.
2. \( \text{rank}(F_i) = 3 \) for all \( i = 1, \ldots, n \), where \( F_i \) is the \( 3 \times 3 \) \( i^{th} \) block row of \( F \).

Theorem 2. Let \( E \) be a consistent \( n \)-view essential matrix, associated with rotation matrices \( \{R_i\}_{i=1}^n \) and camera centers \( \{t_i\}_{i=1}^n \). \( E \) satisfies the following conditions

1. \( E \) can be formulated as \( E = A + A^T \) where \( A = UV^T \) and \( U, V \in \mathbb{R}^{3 \times n} \)
\[
V = \begin{bmatrix} R_1^T \; \vdots \; R_n^T \end{bmatrix} \quad U = \begin{bmatrix} R_1^T T_1 \; \vdots \; R_n^T T_n \end{bmatrix}
\]
\text{with } T_i = [t_i]_x \text{ and } \sum_{i=1}^n t_i = 0.
2. Each column of \( U \) is orthogonal to each column of \( V \), i.e., \( V^T U = 0_{3 \times 3} \)
3. \( \text{rank}(V) = 3 \)
4. If not all \( \{t_i\}_{i=1}^n \) are collinear, then \( \text{rank}(U) \) and \( \text{rank}(A) = 3 \). Moreover, if the (thin) SVD of \( A \) is \( A = U \Sigma \tilde{V}^T \), with \( U, \tilde{V} \in \mathbb{R}^{3 \times n} \) and \( \Sigma \in \mathbb{R}^{3 \times 3} \) then the (thin) SVD of \( E \) is
\[
E = \begin{bmatrix} \tilde{U} \; \tilde{V}^T \end{bmatrix} \begin{bmatrix} \Sigma & \Sigma \end{bmatrix} \begin{bmatrix} \tilde{V}^T \; \tilde{U}^T \end{bmatrix}
\]
iimplies \( \text{rank}(E) = 6 \).

3.1. Main theoretical results

In this section we derive and prove necessary and sufficient conditions for the consistency of \( n \)-view essential matrices in terms of their spectral decomposition. These conditions, in turn, will be used later to formulate a constrained optimization problem and to extract the motion parameters from a consistent \( n \)-view essential matrix \( E \).

Theorem 3. Let \( E \in \mathbb{S}^{3n} \) be a consistent \( n \)-view fundamental matrix with a set of \( n \) cameras whose centers are not all collinear. We denote by \( \Sigma_+, \Sigma_- \in \mathbb{R}^{3 \times 3} \) the diagonal matrices with the 3 positive and 3 negative eigenvalues of \( E \), respectively. Then, the following conditions are equivalent:

1. \( E \) is a consistent \( n \)-view essential matrix
2. The (thin) SVD of \( E \) can be written in the form
\[
E = \begin{bmatrix} \hat{U} \; \hat{V}^T \end{bmatrix} \begin{bmatrix} \Sigma_+ & \Sigma_- \end{bmatrix} \begin{bmatrix} \hat{V}^T \; \hat{U}^T \end{bmatrix}
\]
with \( \hat{U}, \hat{V} \in \mathbb{R}^{3n \times 3} \) such that each \( 3 \times 3 \) block of \( \hat{V} \), \( \hat{V}_i, i = 1, \ldots, n \), is an \( \sqrt{n} \)-scaled rotation matrix, i.e., \( \hat{V}_i = \frac{1}{\sqrt{n}} \tilde{R}_i \), where \( \tilde{R}_i \in SO(3) \). We say that \( \hat{V} \) is a block rotation matrix.
3. \( \Sigma_+ = -\Sigma_- \) and the (thin) spectral decomposition of \( E \) is of the form
\[
E = \begin{bmatrix} X \; Y^T \end{bmatrix} \begin{bmatrix} \Sigma_+ & \Sigma_- \end{bmatrix} \begin{bmatrix} X^T \; Y \end{bmatrix}
\]
such that \( \sqrt{0.5}(X + Y) \) is a block rotation matrix.

Proof. (1) \( \Rightarrow \) (2) Assume that \( E \) is a consistent \( n \)-view essential matrix. Then, according to Thm. 2, \( E = A + A^T \) with \( A = UV^T \) and \( U, V \in \mathbb{R}^{3 \times n} \) which take the forms in (1). Since \( A = UV^T \) and \( \text{rank}(A) = 3 \), then \( A^T A = VU^T UV \) and \( A^T A \succeq 0 \) with \( \text{rank}(A^T A) = 3 \) (\( A \) and \( A^T A \) share the same null space). First, we construct a spectral decomposition to \( A^T A \), relying on the special properties of \( U \) and \( V \). We have \( \text{rank}(U) = 3 \), and therefore \( U^T U \), which is a \( 3 \times 3 \), symmetric positive semi-definite matrix, is of full rank. Its spectral decomposition is of the form \( U^T U = QDQ^T \), where \( Q \in SO(3) \). (Spectral decomposition guarantees that \( Q \in O(3) \). However, \( Q \) can be replaced by \( -Q \) if \( \det(Q) = -1 \).) \( D \in \mathbb{R}^{3 \times 3} \) is a diagonal matrix consisting of the (positive) eigenvalues of \( U^T U \). This spectral decomposition yields the following decomposition

\[
A^T A = V Q D Q^T V^T.
\]

Now, note that
\[
Q^T V^T V Q = Q^T \begin{bmatrix} R_1 & \cdots & R_n \end{bmatrix} \begin{bmatrix} R_1^T \\ \vdots \\ R_n^T \end{bmatrix} = nI_{3 \times 3}.
\]
By a simple manipulation (2) becomes a spectral decomposition

\[ A^T A = \left( \frac{1}{\sqrt{n}} V \right) Q(nD)Q^T \left( \frac{1}{\sqrt{n}} V^T \right). \quad (3) \]

On the other hand, the (thin) SVD of \( A \) is of the form \( A = U \Sigma V^T \), where \( U, \Sigma, V \in \mathbb{R}^{n \times n} \). This means that

\[ A^T A = \hat{V} \Sigma^2 \hat{V}^T . \quad (4) \]

Due to the uniqueness of the eigenvector decomposition, (3) and (4) collapse to the same eigenvector decomposition, up to some global rotation, \( H \in SO(3) \), that is \( \frac{1}{\sqrt{n}} VQ = \hat{V}H \), which means that \( \hat{V}_i = \sqrt{n} R_i^T QH^T \). Since \( R_i^T QH^T \in SO(3) \), then \( \hat{R}_i =: R_i^T QH^T \in SO(3) \), showing that \( \hat{V} \) is a block rotation matrix. Finally, by Thm. 2, the (thin) SVD of \( E \) is of the form

\[ E = \left[ \hat{U}, \hat{V} \right] \left( \begin{array}{c|c} \Sigma & \Sigma \\ \hline \hat{V}^T & \hat{U}^T \end{array} \right) \quad \text{(5)} \]

and according to Lemma 5, the eigenvalues of \( E \) are \( \Sigma \) and \(-\Sigma\). Since the elements on the diagonal of \( \Sigma \) are positive, and \( E \) is symmetric with exactly 3 positive eigenvalues \( \Sigma_+ \) and 3 negative eigenvalues \( \Sigma_- \), it follows that \( \Sigma = \Sigma_+ \) and \(-\Sigma = \Sigma_- \) concluding the proof.

(2)\(\Rightarrow\)(1) Let \( E \) be a consistent \( n \)-view fundamental matrix that satisfies condition (2). We would like to show that \( E \) is a consistent \( n \)-view essential matrix. By condition (2) \( E \) can be written as

\[ E = \hat{U} \Sigma^+ \hat{V}^T + \hat{V} \Sigma_+ \hat{U}^T = \hat{U} \hat{V}^T + \hat{V} \hat{U}^T , \quad \text{(6)} \]

where \( \hat{U} = \hat{U} \Sigma_+ \) with \( \hat{V}_i = \sqrt{n} \hat{R}_i \), \( \hat{R}_i \in SO(3) \). By definition \( E_{ii} = 0 \), and this implies that \( \hat{U}_i \hat{V}_i^T \) is skew symmetric. Using Lemma 4, \( \hat{U}_i = \hat{V}_i \hat{T}_i \) for some skew symmetric matrix \( \hat{T}_i = \left[ t_i \right]_x \). Plugging \( \hat{U}_i \) and \( \hat{V}_i \) in (6) yields

\[ E_{ij} = \hat{U}_i \hat{V}_j^T + \hat{V}_i \hat{U}_j^T \]

\[ = \frac{1}{n} \hat{R}_i \hat{T}_i \hat{R}_j^T - \frac{1}{n} \hat{R}_j \hat{T}_j \hat{R}_i^T \]

\[ = R_i^T (\left[ t_i \right]_x - \left[ t_j \right]_x) R_j , \]

where \( R_i = \hat{R}_i \) and \( t_i = \frac{1}{n} \hat{t}_i \), concluding the proof.

(2)\(\Rightarrow\)(3) Let \( E \) be an \( n \)-view fundamental matrix which satisfies condition (2). This means that the (thin) SVD of \( E \) can be written in the form \( E = \left[ \hat{U}, \hat{V} \right] \left( \begin{array}{c|c} \Sigma_+ & \Sigma_+ \\ \hline \hat{V}^T & \hat{U}^T \end{array} \right) \), where \( \hat{V} \) is a block rotation matrix. Then, by Lemma 5, the (thin) spectral decomposition of \( E \) is \( E = \left[ X, Y \right] \left( \begin{array}{c|c} \Sigma_+ & -\Sigma_+ \\ \hline X^T & Y^T \end{array} \right) \), where \( X, Y \) are the eigenvectors of \( E \) satisfying \( X = \sqrt{0.5(\hat{V} + \hat{V})} \) and \( Y = \sqrt{0.5(\hat{V} - \hat{U})} \). Since \( \hat{V} = \sqrt{0.5(X + Y)} \), and by condition (2) \( \hat{V} \) is a block rotation matrix, the claim is confirmed and also \( \Sigma_+ = -\Sigma_- \).

(3)\(\Rightarrow\)(2) Let \( E \) be a consistent \( n \)-view fundamental matrix satisfying condition (3), i.e., its (thin) spectral decomposition is of the form \( E = \left[ X, Y \right] \left( \begin{array}{c|c} \Sigma_+ & \Sigma_+ \\ \hline X^T & Y^T \end{array} \right) \), where \( \sqrt{0.5(X + Y)} \) is a block rotation matrix. Since \( \Sigma_+ = -\Sigma_- \), we can use Lemma 5, which implies that the (thin) SVD is of the form \( E = \left[ \hat{U}, \hat{V} \right] \left( \Sigma_+ & \Sigma_+ \right) \left[ \hat{V}^T & \hat{U}^T \right] \), where \( \hat{V} = \sqrt{0.5(X + Y)} \), concluding the proof. \( \square \)

**Corollary 1.** Euclidean reconstruction. Let \( E \) be a consistent \( n \)-view essential matrix with 6 distinct eigenvalues, then it is possible to explicitly determine \( R_1 \ldots R_n \) and \( t_1, \ldots, t_n \) that are consistent with respect to \( E \).

**Proof.** The claim is justified by the following construction, which relies on the spectral characterizations of Thm. 3.

1. Calculate the eigenvectors \( X, Y \) of \( E \), and the corresponding three positive eigenvalues, \( \Sigma_+ \), and three negative eigenvalues, \( \Sigma_- \), respectively.

2. To realize condition (3) of Thm. 3, there are 8 possible choices of \( \sqrt{0.5(X + Y)I_s} \), where \( I_s = \left( \begin{array}{ccc} \pm 1 & 0 & 0 \\ 0 & \pm 1 & 0 \\ 0 & 0 & \pm 1 \end{array} \right) \), due to the sign ambiguity of each eigenvector. Then, \( I_s \) is chosen such that \( \sqrt{0.5(X + Y)I_s} \) is block rotation matrix up to a global sign which can be removed.

3. This spectral decomposition determines directly an SVD decomposition in the form of condition (2) of Thm. 3. We would like to emphasize that due to the multiplicity of singular values, a standard SVD method which is performed directly on \( E \), in general, will not produce this special SVD pattern.

4. Having the relation \( E_{ij} = \hat{U}_i \Sigma_+ \hat{V}_j^T + \hat{V}_i \Sigma_+ \hat{U}_j^T \) and since \( E_{ii} = 0 \) we get that \( \hat{U}_i \Sigma_+ \hat{V}_j^T \) is skew symmetric. We denote \( \hat{U}_i = \hat{U}_i \Sigma_+ \) and, by Lemma 4, it holds that \( \hat{T}_i = \hat{V}_i^{-1} \hat{U}_i \).

5. Finally, for \( i = 1, 2, \ldots, n \), define \( R_i := \sqrt{n} \hat{V}_i^T \) and \( t_i := \frac{1}{n} \hat{t}_i \) and it holds that

\[ E_{ij} = R_i^T (\left[ t_i \right]_x - \left[ t_j \right]_x) R_j . \]

This construction yields \( \{R_i\}_{i=1}^n \) and \( \{t_i\}_{i=1}^n \) which are consistent with respect to \( E \). Moreover, the reconstruction is unique up to a global similarity transformation. Roughly
speaking, this can be proven for \( n = 3 \) by applying an argument from [12]. Next, for \( n > 3 \), by induction, suppose we obtain two reconstructions, \( P_1, ..., P_n \) and \( P'_1, ..., P'_n \). By the induction assumption these must include two sets of \( n - 1 \) non-collinear cameras so that each is unique up to a similarity transformation. Such two sets overlap in at least 2 cameras, which in turn imply that the two similarity transformations must be identical. The complete proof is provided in the supplementary material.

3.2. Supporting lemmas

Lemma 4. [15] Let \( A, B \in \mathbb{R}^{3\times3} \) with \( \text{rank}(A) = 2 \), \( \text{rank}(B) = 3 \) and \( AB^T \) is skew symmetric, then \( T = B^{-1}A \) is skew symmetric.

Lemma 5. Let \( E \in \mathbb{S}^{3n} \) of \( \text{rank}(6) \), and \( \Sigma \in \mathbb{R}^{3\times3} \), a diagonal matrix, with positive elements on the diagonal. Let \( X, Y, U, V \in \mathbb{R}^{3n\times3} \), and we define the mapping \( (X,Y) \mapsto (U,V) : X = \sqrt{0.5}(U + V), Y = \sqrt{0.5}(V - U), \hat{U} = \sqrt{0.5}(X - Y), \hat{V} = \sqrt{0.5}(X + Y) \).

Then, the (thin) SVD of \( E \) is of the form

\[
E = [\hat{U}, \hat{V}] \begin{pmatrix} \Sigma & \Sigma \\ \Sigma & -\Sigma \end{pmatrix} \begin{pmatrix} \hat{V}^T \\ \hat{U}^T \end{pmatrix}
\]

if and only if the (thin) spectral decomposition of \( E \) is of the form

\[
E = [X, Y] \begin{pmatrix} \Sigma & \Sigma \\ \Sigma & -\Sigma \end{pmatrix} \begin{pmatrix} X^T \\ Y^T \end{pmatrix}
\]

Proof. The proof is provided in the supplementary material.

4. Method

Given images \( I_1, ..., I_n \), we assume a standard robust method is used to estimate the pairwise essential matrices, which we denote by \( \Omega = \{E_{ij}\} \). In practice, only a small subset of the pairwise essential matrices are estimated, due to occlusion, large viewpoint and brightness changes as well as objects’ motion, and in addition the available estimates are noisy. Our goal therefore is to find a consistent \( n \)-view essential matrix \( E \in \mathbb{S}^{3n} \) that is as similar to the measured essential matrices as possible.

To make an \( n \)-view essential matrix consistent, its blocks of pairwise essential matrices must each be scaled by an unknown factor. [19] proposed an optimization scheme that explicitly seeks for the unknown scale factors, yielding a nonlinear, rank-constrained optimization formulation. The success of this approach critically depends on the quality of its initialization, which in experiments was obtained by applying another, state of the art SfM method.

More recently, [15] proposed an analogous approach for projective SfM. They showed that a consistent 3-view fundamental matrix, which uniquely determines camera matrices (up to a projective ambiguity) from a triplet of images, is invariant to scaling of its pairwise fundamental matrices. This allowed them to formulate an optimization problem that seeks 3-view fundamental matrices that are both consistent and compatible, while avoiding the need to explicitly optimize for the scale factors.

In this paper, we introduce an optimization scheme that is analogous to that of [15], but adapted to calibrated settings. In particular, our scheme uses the algebraic constraints derived in Thm. 3 to enforce the consistency of noisy, and possibly partial essential matrices. Similar to [15], our method simultaneously enforces consistency of camera triplets attached rigidly to each other, allowing us to avoid optimizing explicitly for the unknown scales of the estimated essential matrices. (To that end we further extend Thm. 3 to handle scaled rotations for image triplets, see supplementary material for details.) Our formulation, however, is more involved than in [15] due to the additional spectral constraints required for Euclidean reconstruction.

In the rest of this section we present our constrained optimization formulation and propose an ADMM-based solution scheme. Subsequently, we discuss how to select minimal subsets of triplets to speed up the optimization. Finally, we show how the results of our optimization can be used to reconstruct the absolute orientations and positions of the \( n \) cameras.

4.1. Optimization

In multi-view settings, it is common to define a viewing graph \( G = (V, W) \), with nodes \( v_1, ..., v_n \), corresponding to the \( n \) cameras, and \( w_{ij} \in W \) if \( E_{ij} \) is one of the estimated pairwise essential matrices. Let \( \tau \) denote a collection of \( m \) 3-cliques of cameras where \( m \leq \binom{n}{3} \). The collection may be the full set of the 3-cliques in \( G \), or a chosen subset as described in Sec. 4.2. We index the elements of \( \tau \) by \( k = 1, ..., m \), where \( \tau(k) \) denote the \( k \)-th triplet. The collection \( \tau \) determines a partial selection of measured essential matrices, \( \Omega \), that plays a role in the optimization problem, where it holds that if \( E_{ij} \in \Omega \) then \( E_{ij}^3 = E_{ji}^3 \in \Omega \).

We define the measurements matrix \( \hat{E} \in \mathbb{S}^{3n} \) to have \( \hat{E}_{ij} \) as its \((i, j)^{th}\) block if \( E_{ij} \in \Omega \) and \( 0_{3\times3} \) in the rest of its blocks. In our optimization problem we look for \( \hat{E} \) that is as close as possible to \( \hat{E} \) under the constraints that its \( 9 \times 9 \) blocks, induced by \( \tau(k) \) for \( k = 1, ..., m \), and denoted by \( \{E_{\tau(k)}\}_{k=1}^{m} \), are consistent 3-view essential matrices. In general, such \( E \) is inconsistent and incomplete, but as we explain in Sec. 4.3 it is possible to retrieve a set of \( n \) absolute rotations and translations that is compatible with its essential matrices up to scale, which in turn implies that the completion of the missing entries is consistent.
We formulate our constrained optimization as follows

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=1}^{m} ||E_{\tau(k)} - \hat{E}_{\tau(k)}||_{F}^2 \\
\text{subject to} & \quad E = E^T \\
& \quad E_{ii} = 0_{3 \times 3} \\
& \quad \text{rank}(E_{\tau(k)}) = 6 \\
& \quad \Sigma_+(E_{\tau(k)}) = -\Sigma_-(E_{\tau(k)}) \\
& \quad X(E_{\tau(k)}) + Y(E_{\tau(k)}) \text{ is block rotation,}
\end{align*}
\]

with \( i = 1, \ldots, n \) and \( k = 1, \ldots, m \), where \( \Sigma_+(E_{\tau(k)}), \Sigma_-(E_{\tau(k)}) \in \mathbb{R}^3 \) denote the 3 largest (descending order) and 3 smallest (ascending order) eigenvalues of \( E_{\tau(k)} \) respectively and \( X(E_{\tau(k)}) \in \mathbb{R}^{9 \times 3} \) and \( Y(E_{\tau(k)}) \in \mathbb{R}^{9 \times 3} \) are their corresponding eigenvectors.

Solving (7) is challenging due to its rank and spectral decomposition constraints. We solve this optimization problem using ADMM. To that end, as part of the ADMM method [4] \( 4m \) auxiliary matrix variables of size \( 9 \times 9 \) are added: \( 2m \) variables duplicating \( \{E_{\tau(k)}\}_{k=1}^{m} \), denoted \( B = \{B_k\}_{k=1}^{m} \) and \( D = \{D_k\}_{k=1}^{m} \), as well as \( 2m \) Lagrange multipliers, \( \Gamma = \{\Gamma_k\}_{k=1}^{m} \) and \( \Phi = \{\Phi_k\}_{k=1}^{m} \). This yields the following constrained optimization problem

\[
\begin{align*}
\max_{\Gamma, \Phi} \min_{E, B, D} & \quad \sum_{k=1}^{m} L(E_{\tau(k)}, B_k, \Gamma_k, D_k, \Phi_k) \\
\text{subject to} & \quad E = E^T \\
& \quad E_{ii} = 0_{3 \times 3} \\
& \quad \text{rank}(B_k) = \text{rank}(D_k) = 6 \\
& \quad \Sigma_+(B_k) = -\Sigma_-(B_k) \\
& \quad X(D_k) + Y(D_k) \text{ is block rotation}
\end{align*}
\]

with \( i = 1, \ldots, n \) and \( k = 1, \ldots, m \), where

\[
L(E_{\tau(k)}, B_k, \Gamma_k, D_k, \Phi_k) = ||E_{\tau(k)} - \hat{E}_{\tau(k)}||_{F}^2 + \\
\frac{\alpha_1}{2} ||B_k - E_{\tau(k)} + \Gamma_k||_{F}^2 + \\
\frac{\alpha_2}{2} ||D_k - E_{\tau(k)} + \Phi_k||_{F}^2.
\]

We initialize the auxiliary variables at \( t = 0 \) with

\[
B_k^{(0)} = \hat{E}_{\tau(k)}, D_k^{(0)} = \hat{E}_{\tau(k)}, \Gamma_k^{(0)} = 0, \Phi_k^{(0)} = 0.
\]

Then, we solve the optimization problem iteratively by alternating between the following four steps.

(i) **Solving for \( E \).**

\[
E^{(t)} = \arg\min_{E} \quad \sum_{k=1}^{m} ||E_{\tau(k)} - \hat{E}_{\tau(k)}||_{F}^2 \\
+ \frac{\alpha_1}{2} ||B_k^{(t-1)} - E_{\tau(k)} + \Gamma_k^{(t-1)}||_{F}^2 \\
+ \frac{\alpha_2}{2} ||D_k^{(t-1)} - E_{\tau(k)} + \Phi_k^{(t-1)}||_{F}^2
\]

subject to \( E = E^T \) and \( E_{ii} = 0_{3 \times 3} \)

This is a convex quadratic problem and can be solved efficiently, using a closed form solution.

(ii) **Solving for \( B_k \).** For all \( k = 1, \ldots, m \)

\[
B_k^{(t)} = \arg\min_{B_k} \quad ||B_k - E_{\tau(k)} + \Gamma_k^{(t-1)}||_{F}^2
\]

subject to \( \text{rank}(B_k) = 6 \\
\Sigma_+(B_k) = -\Sigma_-(B_k) \)

The minimizer for this sub-problem is obtained in the following way. By construction, \( E_{\tau(k)} - I_k \) is a symmetric matrix, and we denote its (full) spectral decomposition by \( U \Sigma U^T \), where \( U \in \mathbb{R}^{9 \times 9} \) and \( \Sigma \in \mathbb{R}^{9 \times 9} \) is a diagonal matrix in which the eigenvalues are arranged in a descending order. Then, the update is

\[
B_k^{(t)} = U \Sigma^+ U^T,
\]

where \( \Sigma^+ \in \mathbb{R}^{9 \times 9} \) is a diagonal matrix with the entries

\[
\Sigma_{ii}^+ = \begin{cases} 
\frac{1}{2} (\Sigma_{ii} - \Sigma_{10-ii}) & i \neq 4, 5, 6 \\
0 & i = 4, 5, 6
\end{cases}
\]

(iii) **Solving for \( D_k \).** For all \( k = 1, \ldots, m \)

\[
D_k^{(t)} = \arg\min_{D_k} \quad ||D_k - E_{\tau(k)} + \Phi_k^{(t-1)}||_{F}^2
\]

subject to \( \text{rank}(D_k) = 6 \\
X(D_k) + Y(D_k) \text{ is a block rotation matrix} \)

We minimize this sub-problem by an iterative process, which we repeat until convergence. We begin with \( D_k = E_{\tau(k)} - \Phi_k^{(t-1)} \), which is symmetric by construction. We apply spectral decomposition to \( D_k \), and extract \( X(D_k) \), \( Y(D_k) \), \( \Sigma_+(D_k) \) and \( \Sigma_-(D_k) \). Assuming no eigenvalue multiplicities, the eigenvectors are determined uniquely up to a sign (this argument is justified in 5.1). We denote by \( I_s \), a diagonal matrix of size \( 3 \times 3 \), such that each diagonal element is either 1 or -1. There are eight configurations for \( I_s \) from which we select the best, in the sense that on average each 3 \times 3 block, of the form, \( \sqrt{0.5}[X + Y I_s] \), \( i = 1, 2, 3 \), is close to scaled rotation, using the following score,

\[
I_s^* = \arg\max_{I_s} \quad \frac{3}{4} \sum_{i=1}^{3} \frac{||\text{diag}(X_i + Y_i I_s^T)(X_i + Y_i I_s)||_{F}}{||X_i + Y_i I_s||_{F}}.
\]

Next, let \( V = \begin{bmatrix} V_1 \\ V_2 \\ V_3 \end{bmatrix} \) be the projection of \( \sqrt{0.5}[X + Y I_s^*] \) so that \( V_i \) is the closest scaled rotation to \( \sqrt{0.5}[X + Y I_s^*] \). Projection to scaled \( SO(3) \) is obtained through removal of the singular values from the SVD decomposition, setting the scale factor to the average of the singular values, and
possibly negating the scale factor to make the determinant positive. Let $U = \sqrt{0.5(X - YI^*_a)}$, and $\tilde{X} = \sqrt{0.5(U + V)}$ and $\tilde{Y} = \sqrt{0.5(V - U)}$. We then update the value of $D_k$ to be the symmetric matrix

$$D_k = (\tilde{X}, \tilde{Y}) \left( \Sigma_+ \Sigma_- \right) \left[ \begin{array}{c} \tilde{X}^T \\ \tilde{Y}^T \end{array} \right]$$

and repeat these steps until convergence.
(iv) Updating $\Gamma_k, \Phi_k$. For all $k = 1, \ldots, m$

$$\Gamma_k^{(t)} = \Gamma_k^{(t-1)} + B_k^{(t)} - E_{\tau(k)}^{(t)} \tag{14}$$

$$\Phi_k^{(t)} = \Phi_k^{(t-1)} + D_k^{(t)} - E_{\tau(k)}^{(t-1)} \tag{15}$$

4.2. Graph construction and outliers removal

As explained above, to apply our optimization algorithm, it is required to determine a collection $\tau$ of camera triplets, which is a subset of the given camera triplets. The selection of a subset allows for better efficiency and robustness. Similarly to [16, 15], we consider a weighted viewing graph $G$ whose weights for each edge $w_{ij}$ is assigned to be the number of the inlier matches relating $I_i$ and $I_j$. We begin by selecting disjoint maximal spanning trees from $G$, from which we extract an initial subset of triplets. We then, remove near collinear and inconsistent triplets. We next build a triplet graph $G_T$ whose nodes, which represent image triplets, are connected by an edge whenever two triplets share the same two cameras. Finally, we greedily remove nodes from $G_T$, starting with the least consistent triplet (using the rotation consistency score defined below), a node is removed as long as the connectivity of $G_T$ is preserved and the total number of cameras associated with $G_T$ does not decrease.

To define collinear and consistency scores for each triplet we denote the angles in the triangle formed by three cameras $i, j, k$ by $\theta_i, \theta_j, \theta_k$ respectively. We measure each angle using the known relative translations $t_{ij}, t_{ik}, t_{jk}$, i.e.,

$$\cos \theta_i = \frac{t_{ij} \cdot t_{ik}}{||t_{ij}|| ||t_{ik}||}.$$  

Then, the collinearity score of cameras $\{i, j, k\}$ is the minimal angle in $\{\theta_i, \theta_j, \theta_k\}$. The consistency score of translations is defined by $|\theta_i + \theta_j + \theta_k - \pi|$ and the consistency score of rotations by $|R_{ij}R_{jk}R_{ki} - I|$.  

4.3. Location and orientation retrieval

After solving (7), we extract from $E$ the collection of 3-view essential matrices $\{E_{\tau(k)}\}_{k=1}^m$, which, due to the optimization, are consistent w.r.t scaled rotations. Next, using Corollary 1 with additional block normalizing at step 3, three rotations $\{R_1^{\tau(k)}, R_2^{\tau(k)}, R_3^{\tau(k)}\}$ and three translations $\{t_1^{\tau(k)}, t_2^{\tau(k)}, t_3^{\tau(k)}\}$ are extracted from each $E_{\tau(k)}$, which are uniquely defined up to a similarity transformation. Now, any two triplets in $\tau$ that share two cameras $a, b$ agree on $E_{ab}$. Since the sign of $E_{ab}$ is fixed, it determines the cameras $a, b$ up to 2 unique configurations [10]. Therefore, each one of the two triplets must agree with one of the two configurations. As a result, assuming that both triplets defines the same configuration for $a$ and $b$, there is a unique similarity transformation between the two triplets. In practice, in our experiments we observe that this is always the case.

By the construction process described in Sec. 4.2, the collection of triplets $\tau$ form a connected triplet graph. It is therefore possible to traverse the graph and apply a similarity transformation on the three cameras of each new node $\tau(k)$, and as a result bring all the cameras to a common Euclidean frame.

5. Experiments

To evaluate our approach, we implemented the SfM pipeline described next and tested it on ten challenging collections of unordered internet photographs of various sizes from [25]. Each dataset is provided with ground truth camera parameters. We use our method to recover camera parameters and compare them to the parameters obtained with existing methods, before and after bundle adjustment (BA).

5.1. SfM pipeline

The input to our algorithm is a set of independently estimated pairwise essential matrices, along with the number of inlier matches for each pairwise essential matrix. We build a triplet graph $G_T$ as we describe in Sec. 4.2, removing any triplet whose (a) collinearity score is below 0.17 radians, (b) rotation consistency score exceeds 1.1, or (c) translation consistency score exceeds 1 radians. The final connected graph $G_T$ defines the collection $\tau$ of triplets of cameras.

Next we apply our optimization algorithm as is described in Sec. 4.1. During optimization we observed that the eigenvalues of $B_k$ and $D_k$ (10) were always distinct for $k = 1, \ldots, m$. This means that the optimization variables, $E_{\tau(k)}$, indeed converge to 3-view consistent essential matrices with distinct eigenvalues. At this stage, we follow Corollary 1 to recover camera positions and orientations for each triplet of cameras and align all the recovered camera matrices by similarity transformations, as is described in

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Our Method</th>
<th>Charterjee et al. [13]</th>
<th>Martinez et al. [14]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verona Calibration</td>
<td>0.1144</td>
<td>4.7328</td>
<td>0.1044</td>
</tr>
<tr>
<td>Piazza del Popolo</td>
<td>0.0505</td>
<td>2.3494</td>
<td>0.2110</td>
</tr>
<tr>
<td>NYC Library</td>
<td>0.1200</td>
<td>4.9571</td>
<td>0.1028</td>
</tr>
<tr>
<td>Alamo</td>
<td>0.0751</td>
<td>3.6840</td>
<td>0.0859</td>
</tr>
<tr>
<td>Metropolis</td>
<td>0.16</td>
<td>15.8434</td>
<td>0.4612</td>
</tr>
<tr>
<td>Yorikamin</td>
<td>0.1499</td>
<td>4.3453</td>
<td>0.1152</td>
</tr>
<tr>
<td>Montreal ND</td>
<td>0.0694</td>
<td>2.4052</td>
<td>0.1049</td>
</tr>
<tr>
<td>Tower of London</td>
<td>0.1296</td>
<td>5.0734</td>
<td>0.1706</td>
</tr>
<tr>
<td>Ellis Island</td>
<td>0.0816</td>
<td>2.7974</td>
<td>0.1239</td>
</tr>
<tr>
<td>Notre Dame</td>
<td>0.0619</td>
<td>2.5991</td>
<td>0.0876</td>
</tr>
</tbody>
</table>
Note that [18, 6] use point matches in their approach for SLAM settings. To evaluate our recovered camera orientations, we compare our results to those obtained with the methods of Chatterjee et al. [5] and Martinec et al. [17]. For a fair comparison, we evaluate these methods on the same dataset of images used in our method. Moreover, since in contrast to our method these solvers do not estimate camera positions, we evaluate the results before BA. The results are summarized in Table 1. Our method outperforms these two solvers in nine out of the ten datasets.

To evaluate our recovered camera positions, we compare our method to the following position solvers: Cui et al. [6], 1DSFM [25] and LUD [18]. The results are summarized in Table 2. Note that [18, 6] use point matches in their pipelines, while both our method and [25] do not use point correspondences until the final BA. In general, the latter approaches allow for faster optimization, but result in inaccuracies before BA. On the other hand, it allows for greater improvement in the final BA, compared to [18, 6]. Indeed, as can be seen in the table, while our method surpasses all the other methods before bundle adjustment, it actually performs better than [18, 6] after BA. Our method is thus compared to the following position solvers: Cui et al. [6], 1DSFM [25] and LUD [18]. The results are summarized in Table 2. Note that [18, 6] use point matches in their pipelines, while both our method and [25] do not use point correspondences until the final BA. In general, the latter approaches allow for faster optimization, but result in inaccuracies before BA. On the other hand, it allows for greater improvement in the final BA, compared to [18, 6]. Indeed, as can be seen in the table, while our method surpasses all the other methods before bundle adjustment, it actually performs better than [18, 6] after BA. Our method is thus compared to the following position solvers: Cui et al. [6], 1DSFM [25] and LUD [18].

To evaluate our recovered camera positions, we compare our method to the following position solvers: Cui et al. [6], 1DSFM [25] and LUD [18]. The results are summarized in Table 2. Note that [18, 6] use point matches in their pipelines, while both our method and [25] do not use point correspondences until the final BA. In general, the latter approaches allow for faster optimization, but result in inaccuracies before BA. On the other hand, it allows for greater improvement in the final BA, compared to [18, 6]. Indeed, as can be seen in the table, while our method surpasses all the other methods before bundle adjustment, it actually performs better than [18, 6] after BA. Our method is thus compared to the following position solvers: Cui et al. [6], 1DSFM [25] and LUD [18].

### Table 2. Camera positions error in meters evaluated on the data sets of [25]. $N_c$ is the number of images in each dataset, $\bar{x}$, $\tilde{x}$ are the mean and median error respectively before bundle adjustment, and $x_{BA}$, $\tilde{x}_{BA}$ are the mean and median errors after bundle adjustment. $N_r$ are the number of reconstructed cameras. Empty cells represent missing information.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x$</td>
<td>$\bar{x}$</td>
<td>$\tilde{x}$</td>
<td>$N_c$</td>
</tr>
<tr>
<td>Notre Dame</td>
<td>55</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Notre Dame</td>
<td>55</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Notre Dame</td>
<td>55</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
</tr>
</tbody>
</table>

### Table 3. Runtime in seconds for results in Table 2. $T_{BA}$ is the time for bundle adjustment and $T_{tot}$ is the total running time of the method, including the additional time for building the triangle cover. Empty cells represent image collections not tested by the authors. In addition, Cui [6] does not report results before BA.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_{BA}$</td>
<td>$T_{tot}$</td>
<td>$T_{BA}$</td>
<td>$T_{tot}$</td>
</tr>
<tr>
<td>Notre Dame</td>
<td>55</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Notre Dame</td>
<td>55</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Notre Dame</td>
<td>55</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
</tr>
</tbody>
</table>

### 5.2. Results

To evaluate our recovered camera orientations, we compare our results to those obtained with the methods of Chatterjee et al. [5] and Martinec et al. [17]. For a fair comparison, we evaluate these methods on the same dataset of images used in our method. Moreover, since in contrast to our method these solvers do not estimate camera positions, we evaluate the results before BA. The results are summarized in Table 1. Our method outperforms these two solvers in nine out of the ten datasets.

To evaluate our recovered camera positions, we compare our method to the following position solvers: Cui et al. [6], 1DSFM [25] and LUD [18]. The results are summarized in Table 2. Note that [18, 6] use point matches in their pipelines, while both our method and [25] do not use point correspondences until the final BA. In general, the latter approaches allow for faster optimization, but result in inaccuracies before BA. On the other hand, it allows for greater improvement in the final BA, compared to [18, 6]. Indeed, as can be seen in the table, while our method surpasses all the other methods before bundle adjustment, it actually performs better than [18, 6] after BA. Our method is thus compared to the following position solvers: Cui et al. [6], 1DSFM [25] and LUD [18]. The results are summarized in Table 2. Note that [18, 6] use point matches in their pipelines, while both our method and [25] do not use point correspondences until the final BA. In general, the latter approaches allow for faster optimization, but result in inaccuracies before BA. On the other hand, it allows for greater improvement in the final BA, compared to [18, 6]. Indeed, as can be seen in the table, while our method surpasses all the other methods before bundle adjustment, it actually performs better than [18, 6] after BA. Our method is thus compared to the following position solvers: Cui et al. [6], 1DSFM [25] and LUD [18].

### 5.3. Technical details

For Bundle Adjustment we used the Theia standard SfM library [21]. Camera position results for [18, 6, 25] in Tables 2 and 3 are taken from the papers. We ran our experiments on an Intel(R)-i7 3.60GHz with Windows. Bundle Adjustment was performed on a Linux machine Intel(R) Xeon(R) CPU @ 2.30GHz with 16 cores.

### 6. Conclusion

We have provided in this paper algebraic conditions for the consistency of essential matrices in multiview settings and an algorithm for their averaging given noisy and partial measurements. In future research we will seek to further incorporate collinear camera triplets in the averaging algorithm, explore numerical properties, and design online consistency enforcement algorithms for SLAM settings.
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