
 

Lecture 1 Measure Theoretic ProbabilityTheory

Why Do We Care About This Ergodic theory
describes the stochastic behavior of determinist
dynamical system and it uses measure theoretic language

Setup of Naive ProbabilityTheory
finite sample space I fan on
each point has probability Prob wi pif
An event is a subset E e r It has probability

Prob E Et Prob a É Pi LEI
indicator joint

But this doesn't work in models where R is uncountable

Gig D CoD Inder and each we r has prob zero

that's what measure theory is for

A set A is countabe yup if it can be put
in the form A ai an or ayaz as

Many sets fo IR irrationals are uncountable
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A probabilityspace is R F M where

I is a general perhaps uncountable set

121 is a collection ofsubsets of R called

measurable sets with the G algebra axioms

O R EI

if E ate then EE farer w r et

if En Ez is a countable collection of
sets in Fe then E i I E EF

3 p called the probability measure is a function

µ E lo s t yes 11 and with
the G additivity property

If Ei is a countable collection of measurable set
and EinEj D for all it then

MC Ei IEME

Ei wer we E for some i

I Ei WER We E for all i



Why do we not simply take Je
all subset
of r

Because there are many important cases when

we cannot define a F additive measure withgiven

symmetries on all subsets

Soloway's Thm 707 The paradoxical non

measurable sets which cause this problem cannot

be constructed without the axiom of choire

physicists don't need to worry about non
measurable sets but mathematicians do

Random Variables

A random variable or an Emeasurable function
is a function F r R sit

f et Wer floret eJe for all t

Allows to define the dittributionoff

F t p fet ter

For example a Gaussian random variable on R

is a measurable fir IR sit yffet é oh
for all t



If f R R is bounded and measurable we

can also define its expectation or integral

IEplf Sefdy

How to Define the Integral

1 Case 1 simple function'll Suppose f
has finitely many values i.e

flat II Yi 1 g g
w Then

S fdy II y y wer flaky
r

2 Case 2 measurable functions If EM
Such functions are uniform limits of simple function

Mn

flu ELE ICI te
a I I

Stain him É'm.IM cteE



Stochasti Processes A stochastic process
in discrete time is a sequence of measurable
function fi R R on the same probability space

The joint distribution is

Prob ai te bi ti l n

y we r di offal effbi i l in

Y I te bi feat

Examples

I Bernoulli Processes

Informally A sequence of independent random
variables Xa Xa each taking N

possible values Sa sn with prob Pa Pn

Formally The sample space of X X

is

I 2 6 eyes xie S

where S Sn Sn



A cylinder set is a set of the form

an an Ear i ai it in

We'd like to have

µCa an Pa Pan

Tim There exists a F algebra J and

a r additive p Je fo sit

a Je contain all the cylinder

b plan a Pa pan for every
cylinder

The coordinate function Xi e x

form a stochastic process called a Bernoulli

process Xi ith outcome

Why do we need R and F Because it
allows us to study events which involve all of Xi
at the same time e g

I er
fait n fan

n n s offdy



I Markov Chaim Suppose

G is a directed graph with finite or countable

collection of vertices f

Pili s is a prob vector

Pii s
n a stochastic matrix sit

Pi so i j is an edge in thegraph

Sample Space

I Gaps
i S i it ie in
is an edgeof G

We'd like an an an 42 i ai i s m
to have probability Pa Pana Pan an

Thin There exists a r algebra which contains
all cylinders and a r additive pit fo

sit for every cylinder

µ Can a an Pa Pana Pan an

Again Xi R R Xi e xi is

a stochastic process X position of the chain
at time i



3 Real Coin Tossing What's the probability
that a tossed coin will

fall with the originaltop

yo
side up

y top

t
bottom

Sample space o w o o Welk

o vertical velocity
w angular velocity

numberof

Random variable X gu

T turnin

p

the air is
even

is odd

Winther v g ta o

24g
nethips N Lwt L

X o w
T 2k t 2kt

hey
B 2kt E ZIG 2kt
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where we believe the

actual values of Gallie

ititititiI

Heuristic For many measures which model our

uncertainty as to the precise value of ra
the probability of T is roughly 42


