A recurring theme in biological circuits is the existence of components that are antagonistically bifunctional, in the sense that they simultaneously have two opposing effects on the same target or biological process. Examples include bifunctional enzymes that carry out two opposing reactions such as phosphorylating and dephosphorylating the same target, regulators that activate and also repress a gene in circuits called incoherent feedforward loops, and cytokines that signal immune cells to both proliferate and die. Such components are termed “paradoxical”, and in this review we discuss how they can provide useful features to cell circuits that are otherwise difficult to achieve. In particular, we summarize how paradoxical components can provide robustness, generate temporal pulses, and provide fold-change detection, in which circuits respond to relative rather than absolute changes in signals.

**Introduction**

A biological circuit is a collection of interacting components that carry out a function (McAdams and Shapiro, 1995; Rao and Arkin, 2001; Alon, 2007). A “paradoxical component” is defined as a component of the circuit that simultaneously has two opposite effects on the same target or biological process (Stadtman and Chock, 1977; Lenardo, 1991; Chastain and Chollet, 2003; Hunter, 2005; Hart et al., 2011a, 2012) (Figure 1A). This feature can also be called antagonistic pleiotropy or antagonistic bifunctionality. Examples are bifunctional enzymes that carry out two opposing reactions, regulators that activate and also repress a gene, and cytokines that signal a cell to both proliferate and die. It should be noted that paradoxical components differ from negative feedback, in which a component’s action causes a change in its own activity (Figure 1B). In this review, we synthesize work from a wide range of fields and ask what functional benefits a circuit might achieve by using a paradoxical component rather than placing the two opposing functions in different components. We describe circuits in systems ranging from gene regulation and metabolism to development and immunology. We emphasize that paradoxical components can provide cell circuits with useful features that cannot be easily achieved otherwise.

The best-studied feature provided by paradoxical components is robustness: allowing the circuit to function precisely and accurately provide a desired input-output relationship despite naturally occurring variations in the concentrations of its components. Other features that can be provided by paradoxical components, in cases where they act on two different timescales, are the generation of robust pulses and the detection of relative (rather than absolute) changes in signal. We aim here, in each case, to highlight open areas for future research.

**Bifunctional Enzymes that Catalyze Antagonistic Reactions**

All enzymes catalyze a reaction and its reverse, with the net flux determined by the concentrations of substrate and product. Paradoxical enzymes are defined as a different and more specific phenomenon: bifunctional enzymes that catalyze two different reactions, often by means of two different catalytic sites, such that the two reactions are antagonistic. An example is a bifunctional enzyme that is both a kinase and a phosphatase for the same target. What might be the use of such contradictory reactions by the same protein?

An example of such antagonistic bifunctionality occurs in bacterial two-component systems. A canonical example is the osmotic response system EnvZ-OmpR. This system has a receptor EnvZ, which we will call “X”, and a messenger protein OmpR, which we will call “Y”. The receptor X phosphorylates the messenger Y, forming Y-P, which is a transcription factor of osmo-response genes (more precisely, X is an autokinase and a phosphotransferase, using ATP to phosphorylate itself and then transferring the phosphoryl to Y). Silhavy and colleagues discovered that X carries out two antagonistic reactions (Hsing et al., 1998): it not only acts as a kinase for Y; it is also the phosphatase of Y-P (Figures 2A and 2B) (Goldberg et al., 2010; Capra and Laub, 2012).

This bifunctionality, acting as both a kinase and phosphatase, was suggested by Russo and Silhavy (1993) to enable robustness in the circuit. This was modeled mathematically and demonstrated experimentally by Batchelor and Goulian (2003): bifunctionality makes the input-output relation of the system robust with respect to fluctuations in the levels of the Y protein. In other words, the amount of Y-P at a given level of input signal (e.g., osmolarity of the medium) is insensitive to changes in the amount of total Y protein.

Shinar et al. (2007) extended the theoretical analysis of this system, providing an analytical solution for its behavior. The special features of the receptor—autokinase, phosphotransferase, and phosphatase—combine to make Y-P levels insensitive to variations in the concentrations of all components—X and Y—and yet responsive to the input signal of the system. The intuitive reason is that an increase in the concentration of any component increases both phosphorylation and dephosphorylation.
The ternary complex excluding the effect on the steady-state output Y-P (Figure 2B). The rates by the same factor (Russo and Silhavy, 1993), thus can also participate in feedback loops.

Figure 1. Paradoxical Components Have Two Simultaneous Opposing Effects on the Same Target
(A) A paradoxical component can be symbolized using a positive- and negative-interaction arrow from the component to its target. (B) Paradoxical components should be distinguished from feedback loops, in which a component’s activity affects itself. Often, paradoxical components can also participate in feedback loops.

A more standard design for a signaling system, wherein receptor X acts as a kinase and a separate protein Z as a phosphatase, would make the output Y-P depend on the concentrations of all proteins in the circuit (Figure 2A). Thus, the bifunctional nature of the two-component receptor seems to provide the signaling system with robustness to naturally occurring fluctuations in its component concentrations. This bifunctional design is thought to occur in the vast majority of bacterial two-component systems (Capra and Laub, 2012).

The theme of robustness based on paradoxically bifunctional enzymes has been extended to several other systems. In each system, antagonistic bifunctionality is suggested to provide a robust input-output relationship, but each system studied so far has also shown a different combination of features that generate this robustness. One example is in the nitrogen-assimilation system of E. coli. The key enzyme that assimilates ammonia into biomass is the dodecameric enzyme GlnA, which produces the amino acid glutamine, Q. The dilemma is that Q is made at the expense of a carbon backbone that is a key metabolite in the tricarboxylic acid (TCA) cycle, alpha-ketoglutarate, denoted K. Making too much Q depletes K; therefore, the Q/K ratio is very important and stays about constant in a wide range of conditions (Senior, 1975; Brauer et al., 2006).

The robustness of the Q/K ratio depends on a bifunctional enzyme AT/AR which both activates and deactivates GlnA by removing and adding an adenylyl modification. The twist is that AT/AR may bind two GlnA subunits in the same dodecamer, and hence shows a strong avidity effect: if it binds one subunit, it is likely to bind both. Thus, a ternary complex T in which the bifunctional enzyme binds two substrates, one modified and the other unmodified, carries out most of the reactions (Figure 2C). The rates of adenylation and deadenylation are equal at steady state: \( v_1(Q,K) T = v_2(Q,K) T \). Here, the specific rates of the two reactions carried out by the bifunctional enzyme are \( v_1 \) and \( v_2 \), and both depend on Q and K. The ternary complex cancels out, and thus steady state requires \( v_1(Q,K) = v_2(Q,K) \).

This can only result by the Q levels changing until a fixed relation between Q and K is reached (a fixed Q/K ratio). This mechanism was tested experimentally using mass spectrometry, showing that bifunctionality is required for the robustness of the Q/K ratio and the robustness of the growth rate in the face of large, experimentally induced variations in GlnA and AT/AR levels (Hart et al., 2011a) (Figure 2C).

Robustness mechanisms have been proposed for other antagonistically bifunctional enzymes: the enzyme IDHKP that regulates isocitrate dehydrogenase at the gate of the glyoxylate bypass in the bacterial TCA cycle (LaPorte et al., 1985; Shinar et al., 2009; Dexter and Gunawardena, 2012) and the enzyme that regulates a key step (catalyzed by PPDH) in the carbon-fixation pathway of C3 plants (Hart et al., 2011b).

Bifunctional control also occurs in the glycolysis regulator PFK2 in mammalian metabolism (Piklis et al., 1983), where it has been suggested to implement coherent switching in tissues such as those of the liver (Xu and Gunawardena, 2012). Intriguingly, central regulatory small molecules in bacteria, ppGpp and cyclic diquarine, are made and degraded, in part, by bifunctional enzymes (Dennis et al., 2004; Hengge, 2009); these systems have not yet been explored in terms of their robustness. The theoretical analysis of antagonistically bifunctional enzymes has led to a powerful mathematical theorem that can predict which components of a complicated biochemical reaction system might be robust (Shinar and Feinberg, 2010; Karp et al., 2012).

It is possible that many more antagonistically bifunctional enzymes exist than are currently known: in principle, the same effects can also be produced by distinct monofunctional enzymes that work together as a complex to carry out opposing reactions (Figure 2D). One possible example is the RhoA enzyme in cytokinesis, in which a GTP exchange factor and its antagonist, a GTPase-activating protein, work primarily when complexed together (Mishima et al., 2002; Somers and Saint, 2003; Yüce et al., 2005; Miller and Bement, 2009). Additional examples might occur in signaling systems with scaffolds that hold together enzymes with antagonistic roles. These possibilities offer exciting avenues for research.

Bifunctional Inhibitors in Developmental Pattern Formation

We now turn to protein circuits that carry out the patterning of tissues in development (Slack, 1991; Davidson, 2010). Initial pattern formation in embryos is carried out, in many cases, by gradients of morphogens. The gradients are formed by the diffusion of morphogen molecules away from their source. Explaining the robustness of the patterns is a challenge; making too little or too much morphogen at its source would mean, in the simplest models, a narrower or wider gradient and thus distorted patterns.

Naama Barkai, Ben-Zion Shilo, and colleagues discovered principles of protein circuits that provide robust pattern formation in a series of elegant studies (Ben-Zvi et al., 2008, 2011; Eldar et al., 2002; Haskel-Ittah et al., 2012). At the core of robust mechanisms are paradoxical roles of certain molecules. In particular, an inhibitor of the morphogen—a protein that prevents the morphogen from signaling to cells—was found to have a second role: enhancing the diffusion constant of the morphogen and thereby helping it to diffuse farther and increase...
its range. Furthermore, the inhibitor is degraded when bound to the morphogen, but not when unbound. Together, these features combine to form a shuttling mechanism, which creates a robust gradient (Figure 3). The gradient is robust in the sense that its precise shape is unchanged despite variation in the production rates of all components of the system. Experimental tests of the shuttling mechanism have been presented in fruit flies and frogs (Eldar et al., 2002; Ben-Zvi et al., 2008; Haskel-Ittah et al., 2012). An extension of the shuttling mechanism with two bone morphogenetic protein (BMP) morphogen ligands with feedback repression can add an additional feature known as scaling: body proportions scale with the total organism size (Ben-Zvi et al., 2008, 2011; Ben-Zvi and Barkai, 2010).

An additional case of paradoxical components in tissue patterning may occur in notch-delta signaling. Delta has oppo-

site effects on its target notch depending on whether the notch is in the same cell or in a neighboring cell (Sprinzak et al., 2010, 2011). This design helps make sharp, short-range patterns possible.

**Incoherent Feedforward Loops**

Two opposing effects can also be carried out by transcription regulators. This is found in a very common network motif called the incoherent feedforward loop (IFFL) type 1 (I1-FFL) (Milo et al., 2002; Shen-Orr et al., 2002; Alon, 2007; Shoval and Alon, 2010). The I1-FFL is a circuit in which a regulator, X, activates gene Z and also inhibits it indirectly through Y (Figures 4A and 4B). This differs from a feedback loop, in which X affects its own activity (for example, a negative feedback loop in which X activates Y, which in turn inhibits X). For definitions of the other types of FFLs, see Mangan and Alon (2003).

The IFFL appears hundreds of times in bacteria (Milo et al., 2002; Eichenberger et al., 2004; Mangan et al., 2006) and in yeast (Lee et al., 2002; Milo et al., 2002). In animal cells, the I1-FFL is a major building block of circuits. For example, it appears numerous times in the transcriptional networks of embryonic
stem cells (Boyer et al., 2005) and hematopoietic stem cells (Swiers et al., 2006), in innate immune regulation (Chevrier et al., 2011), downstream of the Notch signaling pathway (Krejci et al., 2009), and in fly eye development (Johnston et al., 2011). A recent comprehensive analysis of human transcription networks identified numerous instances of the feedforward loop network motif (Gerstein et al., 2012).

The indirect arm of the IFFL has a built-in delay compared to the direct arm, because Y needs to be produced and to reach a concentration sufficient to inhibit Z. When Y is a transcription factor, this delay is substantial, on the order of a cell generation or the lifetime of Y, whichever is shorter. This delay is thus in the range of tens of minutes to hours. When Y is a microRNA (Hornstein and Shomron, 2006; Osella et al., 2011; Ebert and Sharp, 2012), the delay is probably much shorter, on the order of minutes.

IFFLs are organized into higher-level motifs in at least two ways: The same X and Y regulators can control multiple output genes, resulting in multioutput IFFLS (Kashtan et al., 2004). IFFLs can also be linked with other FFLs to form FFL cascades, as occurs in the sporulation subnetwork of B. subtilis (Eichenberger et al., 2004; Wang et al., 2006).

The first functions demonstrated for IFFLs were the speedup of gene-circuit response times and generation of pulses of expression (Basu et al., 2004; Mangan and Alon, 2003; Mangan et al., 2006; Alon, 2007; Shoval and Alon, 2010; Macia et al., 2009). IFFLs can act as a temporal derivative for time-varying inputs (Basu et al., 2004). Their parameter sensitivity and ability to filter out noise were analyzed (Tyson et al., 2003; Ma et al., 2009; Ghosh et al., 2005; Kittisopikul and Suel, 2010).

More recently, additional functions have been found experimentally. The first of these new functions is the generation of nonmonotonic input-output relations: the output Z is highest at an intermediate level of X (Figure 4C) (Entus et al., 2007; Kaplan et al., 2008; Kim et al., 2008). This biphasic response occurs when X activity needed to turn on Z is lower than that needed to turn on Y expression. A biphasic response has been demonstrated in the IFFL controlling galactose genes in E. coli (Kaplan et al., 2008) and in synthetic IFFLs (Entus et al., 2007).

Incoherent FFLs often employ small inhibitory RNAs, micro-RNAs, as the Y component, instead of transcription factors (Bleris et al., 2011; Ebert and Sharp, 2012) (Figure 4D). In this case, the delay can be short, on the order of minutes. As such, the circuit is unlikely to generate pulses, because pulses require a substantial delay between the two arms of the IFFL. It has been suggested that these microRNA IFFLs provide homeostasis to Z during changes in X activity. Such changes include global variations between different cells (Elowitz et al., 2002; Blake et al., 2003, 2006; Paulsson, 2004; Raser and O’Shea, 2005; Newman et al., 2006; Sigal et al., 2006), in nuclear volume, X concentration, or X activity. An increase in X activity generates an increase in Z, which is counteracted by a proportional increase in Y (Osella et al., 2011). An IFFL with a microRNA called mir7, within a larger circuit, was found to impart robustness to developmental pathways in the face of temperature fluctuations (Li et al., 2009). A synthetic IFFL in mammalian cells made output levels insensitive to the dose of transfected vector bearing all components of the circuit (Bleris et al., 2011) (Figure 4E).

An additional function that can be carried out by IFFLs is fold-change detection (FCD) (Goentoro et al., 2009; Shoval et al., 2010). In FCD, a circuit responds to (relative) fold changes in input signal, rather than to absolute changes. For example, consider a step-like input stimulus that activates X, say from a level of 1 to a level of 2, namely a 2-fold change. Then consider a second stimulus from 2 to 4. Both stimuli steps have the same 2-fold change, but the second step has a higher absolute change. In an FCD circuit, these two steps generate precisely the same output dynamics, including amplitude and adaptation time (Figure 4F).

FCD combines two features found in sensory systems such as vision and hearing. The first feature is Weber’s law, which states...
that the amplitude of the response is proportional to the fold change in the signal. The second feature is exact adaptation, a response that slowly returns to a fixed baseline despite the continued presence of the input signal (Levchenko and Iglesias, 2002; Ma et al., 2009). FCD has been experimentally found in bacterial chemotaxis (Lazova et al., 2011; Masson et al., 2012; Hamadeh et al., 2013; Kojadinovic et al., 2013), wherein it is generated by a specific feedback (not feedforward) mechanism, over a range of several orders of magnitude of signal levels. That FCD can be generated by IFFLs is, thus far, only a theoretical suggestion, yet to be tested experimentally. IFFLs are predicted to perform FCD within a certain range of parameters—for example, when Y is a strong repressor of Z. If this function exists in cells, it might help explain features of the wnt and ERK systems, which appear to respond to fold changes in signaling molecule activity (Cohen-Saidon et al., 2009; Goentoro et al., 2009). Following a step change in the input signal, FCD generated by IFFLs should have the following hallmarks: an increase in the amplitude of the response with the fold change in signal, and a (mild) decrease in the timing of the peak and the time required to adapt exactly back to steady state with the fold change in signal. These features may be found in the study of Takeda et al. (2012) on an IFFL in Dictyostelium discoideum chemotaxis signaling (see also Skataric and Sontag, 2012).

Figure 4. The IFFL Transcription Circuit Can Produce Temporal Pulses, Biphasic Responses, and FCD
(A) The IFFL in transcription regulation.
(B) An activator X activates gene Z and also activates Y, a repressor of Z. The delay due to the time it takes to make enough Y creates a pulse in the output Z.
(C) IFFLs can produce an inverse-U-shaped dose response, as exemplified in the gal system in E. coli (Kaplan et al., 2008).
(D) IFFLs can employ inhibitory RNAs, microRNAs, as the Y component, destabilizing Z messenger RNA and inhibiting translation.
(E) IFFLs with a microRNA inhibitor as the Y component can exhibit insensitivity to X activator levels. A synthetic circuit of IFFL with microRNA was found to make the output level insensitive to the dose of transfected vector bearing all components of the circuit (Bleris et al., 2011).
(F) IFFLs can respond to relative changes in input, rather than absolute changes, and exhibit exact adaptation in which output returns to baseline levels despite the presence of the input. This is known as FCD: a step change of input signal from level 1 to 2 produces the same output dynamics as a step increase from 2 to 4, because both steps have the same fold change (F = 2 in this example). Different fold changes produce pulses of different amplitude and duration.
Antagonistically Pleiotropic Cytokines in Immune Cell Circuits

Up to now, we discussed circuits whose components are molecules. We next consider circuits on a different level of organization—circuits whose components are cells (Altan-Bonnet, 2012). Examples are provided by the immune system, in which cells communicate by means of small diffusible proteins called cytokines. Many cytokines are pleiotropic, causing two or more different effects (Janeway et al., 2004). We focus on cytokines whose effects are contradictory, such as increasing both cell growth and cell death (Cantrell and Smith, 1984; Lenardo, 1991; Li et al., 2001) (Figure 5A).

Hart et al. (2012) studied cell circuits theoretically and suggested that antagonistic pleiotropy of cytokines can provide features required by the adaptive immune response—on the one hand, rapid growth of the number of immune cells to match rapid pathogen growth; on the other hand, precision: the number of cells must not be too high in order to avoid collateral damage to the healthy tissue. Moreover, the system must resist false positives—erroneous triggering which can lead to autoimmune disease (Altan-Bonnet, 2012).

The challenge is that cells depend sensitively on the balance between proliferation and death; an imbalance leads to explosive growth or decay to zero cells. Keeping this balance requires regulatory circuits, and paradoxical cytokines can do the job.

For example, T cells secrete interleukin-2 (IL-2), a paradoxical cytokine which enhances both their proliferation rate and their death rate (Cantrell and Smith, 1984; Lenardo, 1991; Li et al., 2001). Hart et al. (2012) showed theoretically that this design allows T cells to reach a fixed final concentration at which IL-2-linked growth and death cancel out. This cell concentration is stable because a fluctuation that adds cells leads to more death; likewise, a fluctuation that removes cells leads to more proliferation, converging again on the steady-state concentration (Figure 5A).

This stable “ON” state is useful when a large T cell response is warranted. It could, however, be a liability if the ON state is reached by mistake due to a tiny initial fluctuation. The paradoxical nature of IL-2 ensures the avoidance of such false activation: starting the circuit with very few cells leads to a zero final steady state with no cells, the “OFF” state. The system is thus bistable, showing growth to a stable ON state when initial cell levels are high enough, and otherwise a decay to a zero-cell OFF state (Figure 5A). This bistability is due to the bifunctional nature of IL-2, which creates both a negative and a positive feedback loop on the T cells.

A second example analyzed by Hart et al. addresses the differentiation of cells from a population of precursors. Generally, the number of differentiated cells is proportional to the number of precursors. Paradoxical components can help to provide robustness of final cell numbers to variations in precursor levels. In the T cell differentiation process, the paradoxical component is the precursor cell itself. It both gives rise to the differentiated T cell and inhibits the same differentiation process by uptake of a prodifferentiation cytokine (Di Fiore and De Camilli, 2001; Sakaguchi, 2004; Pandiyan et al., 2007; Busse et al., 2010). As a result, the final level of differentiated cells becomes independent of (robust to) the concentration of precursors. A change in the number of precursors has two contradictory effects that cancel out: the change in cytokine level cancels out the change in differentiation rate.

Finally, cell circuits can form IFFLs, as in the T helper 17 cell differentiation system, potentially functioning as pulse generators or fold-change detectors (Basu et al., 2004; Li and Flavell, 2008; McGeechay and Cua, 2008; Shoval et al., 2010).
Paradoxical components on the cell or tissue level may also occur outside of immunology. For example, glucose has a paradoxical effect on beta cells in the pancreas, promoting both their proliferation and death (Dadon et al., 2012). Given that the pancreas acts to control glucose levels, this opens the possibility for an interesting circuit design. It is probable that many more principles of cell circuits await discovery.

**Paradoxical Components with a Delay Cause Pulses; Those with No Delay Cause Robustness**

A unifying principle emerges from these studies: When the paradoxical component carries out its two antagonistic functions at a delay, it generates a pulse of output. When there is no delay, the component can generate robustness or homeostasis (Figure 5B).

**Discussion**

Paradoxical components can provide biological circuits with useful functions. Bifunctional enzymes that carry out opposing reactions provide signaling and metabolic circuits with robust input-output relationships: the output depends on input signal, but not on the concentrations of any of the proteins in the circuit. This allows accurate control in the face of naturally occurring variations in the concentrations of proteins and metabolites. Bifunctional morphogen inhibitors, which also increase morphogen range, can lead to robust patterns and scaling in development. On the level of circuits made of cells, paradoxical cytokines that signal immune cells to both proliferate and die can provide robust cell concentrations. When the two antagonistic effects of a bifunctional component act on two different time-scales, other features can arise: a paradoxical transcription factor in incoherent feedforward loops can provide pulses of output, nonmonotonic input-output relationships, and detection of relative rather than absolute signal changes.

Many of these functions have been experimentally demonstrated in several systems; much more testing remains to be done. This review has aimed to highlight potential areas of future interest. It would be instructive to see experiments that replace a bifunctional component with two distinct components, each carrying out only one of the functions. Robustness features are predicted in this case to be reduced or lost. Some paradoxical components are widespread, such as incoherent feedforward loops. Others are known only in a few systems, such as antagonist bifunctional enzymes. It would be interesting to devise new ways to detect bifunctional enzymes or bifunctional enzyme complexes (Figure 2D). Finally, study aimed at understanding circuits made of cells that communicate by paradoxical cytokines and other signals is a promising direction that may lead to new principles of computation on the intercellular level.
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