Response Delays and the Structure of Transcription Networks
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Sensory transcription networks generally control rapid and reversible gene expression responses to external stimuli. Developmental transcription networks carry out slow and irreversible temporal programs of gene expression during development. It is important to understand the design principles that underlie the structure of sensory and developmental transcription networks. Cascades, which are chains of regulatory reactions, are a basic structural element of transcription networks. When comparing databases of sensory and developmental transcription networks, a striking difference is found in the distribution of cascade lengths. Here, we suggest that delay times in the responses of the network present a design constraint that influences the network architecture. We experimentally studied the response times in simple cascades constructed of well-characterized repressors in Escherichia coli. Accurate kinetics at high temporal resolution was measured using green fluorescent protein (GFP) reporters. We find that transcription cascades can show long delays of about one cell-cycle time per cascade step. Mathematical analysis suggests that such a delay is characteristic of cascades that are designed to minimize the response times for both turning-on and turning-off gene expression. The need to achieve rapid reversible responses in sensory transcription networks may help explain the finding that long cascades are very rare in databases of E. coli and Saccharomyces cerevisiae sensory transcription networks. In contrast, long cascades are common in developmental transcription networks from sea urchin and from Drosophila melanogaster. Response delay constraints are likely to be less important for developmental networks, since they control irreversible processes on the timescale of cell-cycles. This study highlights a fundamental difference between the architecture of sensory and developmental transcription networks.
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Introduction

Gene expression is governed by networks of transcription interactions between transcription factors and the genes they regulate. These networks are complex, and unifying design principles are needed to help make sense of their structure. One way to approach this is to attempt to understand the structure of transcription networks based on databases of experimentally verified interactions. For Escherichia coli, this was pioneered by the work of Collado-Vides and associates, based on an extensive transcription database. Recently, an approach for identifying the basic building blocks of networks, termed network motifs, has been presented and applied to transcription networks. Network motifs were defined as patterns that occur more often in the real network than in randomized networks. Three types of recurring network motif circuits were found to describe most of the E. coli and Saccharomyces cerevisiae transcription networks. Each of these network motifs was suggested to have a specific function in information processing.

One important feature of the network architecture is the distribution of transcription cascade lengths. Transcription cascades are defined by a set of transcription factors that regulate each other.
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sequentially.21,22 The first-step transcription factor activates or represses the second-step transcription factor, which in turn activates or represses the third-step transcription factor, and so on. In a study of the architecture of the transcription network of *E. coli*, it was observed that it has a strikingly shallow architecture, with most genes regulated by overlapping cascades of length one to two.18 Here, we find that two different databases of transcription interactions in yeast (YPD,23 and a genome-wide location analysis experiment21) also have a shallow architecture where long cascades are much less common than short cascades. What is the reason for a design that favors short cascades?

To address this, we experimentally study the response times of simple transcription cascades. To study the properties of transcription cascades in a setting that minimizes unknown coupling to the rest of the cell, we constructed a two-step cascade made of well-characterized bacterial repressors.22 A similar approach has been used for studying oscillators,24 toggle switches,27 negative autoregulation circuits26,27 and logic-gates28 in bacteria. We find that cascades can show long delays. We suggest that response delays in transcription cascades constitute one of the design constraints that underlie the observed transcription network architecture. We show that developmental transcription networks, in which response delays may not be an important constraint, have a different architecture, with many long cascades.

**Results**

**Long cascades are rare in databases of *E. coli* and *S. cerevisiae* transcription interactions**

We analyzed a database of experimentally verified direct transcription interactions in *E. coli*,15 which includes 578 interactions and 423 operons. The database consists of operons regulated by at least one transcription factor. For each operon, we traced the maximal number of transcription steps back to a transcription factor that is not regulated by any other transcription factor. We find that the most common cascades in *E. coli* are one-step cascades. Two-step cascades are less common, and longer cascades are rare (Figure 1(a)).

A similar cascade distribution was found in a database of transcription interactions for the yeast *S. cerevisiae*, based on transcription interactions from the YPD literature-based database,23 which includes 1052 interactions and 678 genes. Again, one-step cascades are the most common, and the occurrence of longer cascades decreases sharply with length (Figure 1(b)). We analyzed the network of interactions found by a genome-wide location analysis experiment in yeast,21 which includes 3969 interactions and 2341 genes. This dataset does not have the methodological biases that may occur in databases of interactions collected from the literature, such as the possibility of unsaturated genetics. In this database, there are more long cascades than in the literature database, which may reflect multi-step processes in yeast.29 On the whole, short cascades are much more frequent than long ones (Figure 1(c)).

**Long cascades are common in transcription networks for sea urchin and Drosophila early development**

Developmental networks in metazoans are well known to contain elaborate transcription cascades.4 In order to compare such networks to the sensory networks of micro-organisms on an equal footing, we enumerated the cascades in the rather limited developmental databases that are currently available. We analyzed the transcription network governing endomesoderm specification during sea urchin development.28 This network contains 44 genes and 82 interactions. We find that long cascades are about as common as short cascades (Figure 1(d)). We analyzed the network of the established direct transcription interactions involved in early development in *Drosophila melanogaster*, based on the direct interactions listed in the GeNet database. This network is comprised of 45 direct interactions and 25 genes, including gap genes (*hunchback, kruppel, knirps, giant, torso, tailless*, and *caudal*), pair-rule genes (*hairy, odd-paired, odd-skipped, fushi tarazu, even-skipped, paired, runt*, and *sloppy-paired*), homeotic genes (*Ultrabithorax, empty-spiracles, Abdominal-A, and Antennapedia*), and segment polarity genes (*decapentaplegic, engrailed, wingless, and gooseberry-neuro*), as well as *bicoid* and *achete*. In this network, long cascades are at least as common as short ones (Figure 1(e)).

**Experiment on a two-step cascade shows a delay of about one cell-cycle per step**

To study the response kinetics of a cascade, we used a synthetic repressor cascade in *E. coli* (Figure 2). In this cascade, the LacI repressor, made chromosomally by the cell, represses a gene encoding the Tet repressor. The Tet repressor, in turn, represses the *tet* promoter that controls a reporter gene (*gfp*) encoding the green fluorescent protein (GFP) (Figure 2(a) and (c)).31 The promoter activity of the first step in the cascade is monitored by adding external saturating isopropyl-β-D-thiogalactopyranoside (IPTG) to inactivate the LacI repressor. Fluorescence and cell density during exponential growth were measured automatically from both reporter strains in a multi-well fluorimeter at about a five minute resolution.32,33 After induction, the fluorescence from the first step reporter rises, and fluorescence from the second step is repressed after a delay (Figure 3).

We repeated this experiment at two different
Figure 1. Distribution of cascade lengths in databases of transcription interactions for (a) *E. coli* literature, (b) *S. cerevisiae* literature, (c) *S. cerevisiae* genome-wide location analysis, (d) endomesoderm development in sea urchin, (e) *Drosophila* early development literature (GeNet database). The cascade length for each gene is defined as the maximal number of transcription steps that link it to a transcription factor that is not regulated by any other transcription factor.
Figure 2. (a) Plasmid system used to implement the two-step transcription cascade. A chromosomally encoded LacI repressor represses the tetR gene. The TetR repressor represses the second step promoter, which controls a gfp reporter gene. The inducer IPTG binds and inactivates lacI, causing the expression of tetR and the repression of the reporter gene. (b) The first-step reporter strain bears a gfp gene under control of the lac promoter (step 1). As a control, this strain bears a compatible plasmid with the tet promoter upstream of a multicloning site (MCS). (c) The second-step reporter strain carries tetR under the lac promoter, and the second plasmid with tet promoter controlling gfp. The two strains allow the monitoring of the promoter activity of both cascade steps in parallel.

Figure 3. Normalized GFP fluorescence from the two cascade steps as a function of time. At time = 0 the inducer IPTG was added. The first step shows an increase in fluorescence, and the second step shows a delayed decrease in fluorescence. Continuous lines, 36 °C; broken lines, 27 °C.
temperatures, 27 °C where the cell-cycle is 155 minutes, and 36 °C where the cell-cycle is 80 minutes. The kinetics is slower at 27 °C than at 36 °C (Figure 3). When plotting the response versus cell-cycles, determined by the number of optical absorbance doublings, we find that the kinetics overlap (Figure 4). The response-time of a system is defined as the time to reach half of the change between the pre-induced steady-state and the post-induced steady-state.2,27 The response-time of the first step in the cascade is about 1.1 cell-cycles, and the response-time of the second step in the cascade is about 1.9 cell-cycles.

Mathematical analysis suggests that transcription cascades give rise to response delays of about one cell-cycle per step

We extend a previous mathematical treatment of transcription cascades27,34,35 (see Materials and Methods), to ask what is the optimal response-time of a cascade given that it needs to respond rapidly to reversible changes. How should the cascade be designed, in order to minimize the sum of the response times in the ON and OFF directions? For simplicity, we consider long-lived proteins with threshold-like transcription activation.36 Assume that protein X begins to be produced at a constant rate upon induction, and is diluted out by cells dividing with a cell-cycle time of \( \tau \). When X is induced, its concentration in the cells rises, such that the distance to the steady-state level decreases exponentially with time (Figure 5(a), continuous line). The response-time of this first step in the cascade (time to reach half of its maximal level) is one cell-cycle (equation (4), in Materials and Methods). When the production of X is turned off, X is diluted. Its concentration decays exponentially to zero, and the response-time is one cell-cycle as well (Figure 5(b), continuous line, and see equation (7)).

Gene Y is activated when the concentration of X exceeds a threshold value. If the threshold is low, Y is turned on quickly (Figure 5(a)). However, it takes a long time until Y is turned off when the concentration of X decreases (Figure 5(b)). The opposite is true if the threshold is high; it takes a short time for Y to respond when the concentration of X decreases (Figure 5(f)) but a long time to respond when the concentration of X rises (Figure 5(e)). In Materials and Methods, we show that the optimal case, for which the sum of the response-times in both directions is minimal, is when the threshold is set at one-half of the steady-state concentration of X (Figure 5(c) and (d)). In this case, the response-time of Y in either direction (the time for Y to reach half of its maximal change) is two cell-cycles. Continuing in this fashion, it is easy to show that the optimal response-time for the \( n \)th step in a cascade is \( n \) cell-cycles.

These conclusions hold approximately also if the transcription regulation is a graded function rather than a threshold-like function. In the case of rapidly degradable proteins, the cell-cycle time should be replaced by the degradation half-life27,37 (see Materials and Methods)\(^\dagger\), and each step in the cascade contributes a delay of the order of the degradation half-life of the protein produced in that step.

Discussion

Synthetic networks built of well-characterized components are useful for analyzing the general

\(^\dagger\)See also math primer, in downloadable data, at http://www.weizmann.ac.il/mcb/UriAlon/
Here, we analyzed the kinetics of a two-step cascade. The response-time, which is the time taken to reach half of the change upon induction, was found to be about one cell-cycle per cascade step. Our experiment further suggests that the cell-division time is the basic time unit in the cascade response, for long-lived proteins. A mathematical model suggests that in order to minimize the response times in both the ON and OFF directions, the cascade should be designed so that the delays are of about one cell-cycle per cascade step.

The slow responses of multi-step cascades may explain the observation that the known *E. coli* transcription network displays primarily short cascades (Figure 1(a)). The exceptional long cascades in the network typically correspond to processes that take a few cell-cycles to complete. For example, a three-step transcription cascade controls flagella biosynthesis. The genes in this cascade are termed class 1, class 2 and class 3, according to their cascade step. In the flagella system, the class 1 transcription factor FlhDC activates the class 2 genes that make up the basal-body motor and hook. One of these, FliA, activates class 3 genes that make up the flagellum filament and the chemotaxis navigation system. To complete the *de novo* synthesis of a flagellum requires two to three cell-cycles, which is roughly one cell-cycle per cascade step. Thus, a long transcription cascade is well suited for controlling this system. In contrast, the *E. coli* SOS DNA repair system and the arginine biosynthesis system both require rapid responses and both show a one-step cascade architecture. We note that even within a single-step transcription cascade, subtle timing differences in expression can be achieved by using a hierarchy of activation (or repression) thresholds for the various genes controlled by a single transcription factor.

In contrast to transcription networks, protein-level signaling networks are well known for having long cascades such as map-kinase cascades. Since protein signaling interactions are typically much faster than transcription interactions, response delays in long signaling protein cascades need not be a serious design constraint.

The transcription network of the eukaryote *S. cerevisiae* is found to show a cascade distribution similar to that of the prokaryote *E. coli*, one-step cascades being the most common. Though long cascades exist, for example in the cell-cycle system, the majority of genes are regulated by short cascades. The arguments regarding slow cascade responses should apply to all cell types. One important point is that in eukaryotes, many regulatory proteins have a life-time shorter than the cell-cycle. In contrast, prokaryotic transcription factors are often relatively long-lived (with important exceptions as in the heat-shock system). For rapidly degradable gene products, the cell-cycle in all of the above arguments should be replaced by the protein half-life (see footnote on previous page). Thus, the incremental response time in each cascade step is of the order of the lifetime of the protein produced in that step. Increased protein degradation can speed responses, though at a cost of increased production. Other mechanisms for speeding responses include negative auto-regulation.
In the single-celled organisms considered above, transcription cascades mainly orchestrate responses to fluctuating external conditions (we term these sensory networks). The decisions made by sensory networks are mostly reversible. In contrast, multi-cellular organisms have extensive transcription networks that are responsible for the cell-fate decisions made during development.\(^{30,47–51}\) Since developmental networks often control processes on the order of many cell-cycle times, response-time considerations may be less important than in sensory networks. Such delays may even prove useful during development by providing the cells with a measure of the number of cell-cycles that have elapsed.\(^{3}\) Furthermore, since developmental networks often control processes of deciding cell-fates, which are seldom reversed, they need not optimize both turn-on and turn-off times and can achieve fast timing in one direction by having appropriate activation thresholds (Figure 5). Therefore, developmental transcription networks need not be biased against long cascades. We find that developmental networks from sea urchin and from \textit{Drosophila} indeed have a cascade structure that is very different from that of sensory networks. Developmental networks display many long cascades. Long cascades are also found in developmental-like processes in single-celled organisms, as in the sigma-factor cascade regulating sporulation in the bacterium \textit{Bacillus subtilis}.\(^{52}\) The difference in the cascade distributions suggests a fundamental difference between the architecture of sensory and developmental transcription factor networks. It would be fascinating to discover additional constraints and the design principles they induce in biological networks.

\section*{Materials and Methods}

\subsection*{Measuring cascade lengths in network databases}

For each gene in the network, we traced back along the network by an exhaustive search of all the possible direct transcription cascades that affect this gene, and found the longest cascade that affects each gene. When a closed transcription loop was encountered, the cascade was terminated. The \textit{E. coli} network\(^{31}\) contains no closed loops, though in rare cases two transcription factors are encoded on the same operon, such as marA and marR, and regulate their own promoter, thus effectively regulating each other. The two yeast networks contain several loops (the YPD\(^2\) network contains one two-gene and one three-gene loop, and the genome-wide location network\(^{23}\) contains two two-gene loops and one three-gene loop). The much smaller developmental networks contain several closed loops (which may function as irreversible switches\(^{25,30,36}\); the sea urchin network\(^{30}\) has two closed two-gene loops and the even smaller \textit{drosophila} network contains four two-gene loops and one three-gene loop. The \textit{drosophila} network is from the GeNet database (\url{www.csa.ru/Inst/gorb_dep/inbios/genet/s8pril.htm}).

\subsection*{Bacterial strains and plasmids}

\textit{E. coli} Dh5\(\alpha\) which expresses lacI was used in all experiments. Plasmid pairs pZS12-gfp + pZE21-MCS, pZS12-TetR + pZE21-gfp were used for the cascade in Figure 2(b) and (c).\(^{32,53}\) All plasmids were based on the modular system described by Lutz & Bujard.\(^{54}\) For the GFP variant used in this study, the biosynthetic delay between transcription onset and production of the first fluorescent GFP molecules is estimated at several minutes.\(^{32,54}\) For pZS12-TetR and pZS12-gfp, the gene of interest (tetR or gfp)\(^{31}\) was cloned into a vector containing the low-copy SC101 origin of replication, ampicillin-resistance gene, and \textit{P}_{lacO1} promoter.\(^{55}\) pZE21-MCSI contained a ColE1 origin, kanamycin-resistance gene, \textit{P}_{L}-tetO1 promoter, and a multiple-cloning site, which was replaced by \textit{gfp} to create pZE21-gfp. This plasmid configuration was chosen because it allows functional modulation of step 2 by IPTG. Other plasmid choices, such as placing tetR on a high-copy number plasmid, were non-functional, in the sense that they failed to cover much of the range of tet-promoter activity under various levels of IPTG (data not shown).\(^{56}\)

\subsection*{Growth conditions and measurements}

Cultures (2 ml) inoculated from single colonies were grown overnight in defined medium (M\(9\) salts, 0.05\% (w/v) Casamino acids, 0.5\% (v/v) glycerol, 2 mM MgSO\(_4\), 0.1 mM CaCl\(_2\), 1.5 \(\mu\)M thiamine and antibiotics: 50 \(\mu\)g/ml of kanamycin, 100 \(\mu\)g/ml of ampicillin) at 37°C with shaking at 300 rpm. The cultures were diluted 1:100 (v/v) into fresh medium in a flat-bottom 96-well plate, at a final volume of 200 \(\mu\)l per well, and were grown at 36°C or 27°C with shaking. The bacteria were allowed to reach 1/10 stationary absorbance, and then diluted 1:10 (v/v) into fresh medium at the same temperature, with and without 1 mM IPTG to induce the lac promoter. Cultures were grown in a Wallac Victor2 multiwell fluorimeter set at 36°C or 27°C, and assayed with an automatically repeating protocol of shaking (2 mm double-orbital, normal speed, 20 seconds) absorbance (\(A\)) measurements (600 nm filter, 0.1 second, absorbance through approximately 0.5 cm of fluid), fluorescence readings (485 nm and 535 nm filters, 0.5 second, CW lamp energy 10,000 units), and a delay (100 seconds).\(^{32,53}\) The time between repeated measurements was 5.75 minutes. Triplicates were averaged, and the fluorescence of the induced cultures was divided by the fluorescence of the uninduced culture. The relative fluorescence was normalized for each strain to a maximum level of one and a minimum of zero. The day-to-day reproducibility error of the normalized fluorescence is about 0.1.

\subsection*{Optimal response times for rapid turn-on and turn-off}

Assume that protein X is produced at a rate of \(S_x\), is degraded with a half-life of \(t_{\text{deg},x}\), and is diluted out by cells dividing with a cell-cycle time of \(\tau\). The basic equation describing \(X\), the concentration of protein X,
in which the first term describes production and the second degradation plus dilution, with an effective dilution rate of $\alpha_s = \log(2)/\tau_y$ where the effective life-time is $\tau_s = (1/\tau + 1/\tau_{deg})^{-1}$. For rapidly degradable proteins with half-life $\tau_{deg}$, much smaller than $\tau$, the effective life-time is $\tau_s = \tau$. The bio-synthetic delays between transcription onset and production of the first active protein can usually be neglected because it is much shorter than typical protein life-times.

The solution, assuming that $X(t = 0) = 0$, is (Figure 5(a), continuous line):

$$X(t) = X_{max}[1 - \exp(-\alpha_s t)]$$

(2)

where the steady-state level is $X_{max} = S_s/\alpha_s$. The response-time of this first step in the cascade, which is the time needed to reach $X_{max}/2$:

$$X(T_{ON1}) = X_{max}[1 - \exp(-\alpha_s T_{ON1})] = X_{max}/2$$

(3)

is one effective life-time unit (one cell-cycle for long-lived proteins):

$$T_{ON1} = \tau_s \text{ (first step)}$$

(4)

When the production of $X$ is turned off, its concentration decays exponentially (Figure 5(b), continuous line):

$$X(t) = X_{max}\exp(-\alpha_s t)$$

(5)

and the response-time:

$$X(T_{OFF1}) = X_{max}\exp(-\alpha_s T_{OFF1}) = X_{max}/2$$

(6)

is one effective life-time unit as well (one cell-cycle for long-lived proteins):

$$T_{OFF1} = \tau_s \text{ (first step)}$$

(7)

Suppose now that $X$ activates the transcription of a downstream gene $Y$, with a degradation half-life of $\tau_{deg,y}$ an effective life-time of:

$$\tau_y = (1/\tau + 1/\tau_{deg,y})^{-1}$$

and an effective dilution rate of $\alpha_y = \log(2)/\tau_y$. Assume, for simplicity, that $X$ activates the transcription of $Y$ through a step-like activation function, so that $Y$ is produced at a rate $S_y$ when $X$ is at a greater than a threshold concentration $X_{threshold}$, and at rate zero otherwise. More elaborate models, using Hill functions, produce the same qualitative results. The concentration of protein $Y$ ($Y$) changes according to:

$$dY/dt = f(X) - \alpha_y Y, \text{ where } f(X < X_{threshold}) = 0 \text{ and } f(X > X_{threshold}) = S_y$$

(8)

The time when $Y$ begins to be expressed is the time $T_i$ when $X$ crosses the threshold (Figure 5(a), (c) and (e)). This occurs when:

$$X(T_i) = X_{max}[1 - \exp(-\alpha_s T_i)] = X_{threshold}$$

(9)

The solution for $T_i$ is:

$$T_i = -(1/\alpha_s)\log(1 - X_{threshold}/X_{max})$$

(10)

After time $T_i$, $Y$ rises with a constant production rate $S_y$ and has simple exponential kinetics (as in equation (2)):

$$Y(t) = Y_{max}[1 - \exp(-\alpha_y(t - T_i))]$$

(11)

with $Y_{max} = S_y/\alpha_y$. The time to reach half-way to the maximal level, $Y_{max}$, is shifted by $T_i$ with respect to the response-time of $X$ (equation (2)), and is equal to $T_i$ plus one effective protein life-time unit ($T_i + \tau$ for long-lived protein $Y$):

$$T_{ON2} = \tau_y + T_i \text{ (second step)}$$

(12)

Conversely, $Y$ is turned off when $X$ crosses the threshold from above. Assume that at $t = 0$, protein $X$ is at its steady-state level $X = X_{max}$ and then the production of $X$ is turned off. The concentration of $X$ decays as equation (4). It crosses the threshold $X_{threshold}$ at a time $T_2$ given by (Figure 5(b), (d) and (f)):

$$T_2 = -(1/\alpha_x)\log(X_{threshold}/X_{max})$$

(13)

At time $T_2$, the production of $Y$ ceases and it decays by dilution. Since the kinetics of $Y$ is like that of $X$ (equation (5)), only shifted by a time $T_2$, the corresponding OFF time is given by:

$$T_{OFF2} = \tau_y + T_2 \text{ (second step)}$$

(14)

The sum of the ON and OFF response-times is:

$$T_{sum} = T_{ON2} + T_{OFF2} = 2\tau_y + T_1 + T_2$$

(15)

The bigger $X_{threshold}$ is, the bigger is $T_{ON}$ and the smaller is $T_{OFF}$ (Figure 5). The activation threshold where $T_{sum}$ is minimal can be found by differentiating $T_{sum}$ by $X_{threshold}$ and seeking $d(T_{sum})/d(X_{threshold}) = 0$. The optimal threshold that gives minimal $T_{sum}$ is:

$$X_{threshold}^{optimal} = X_{max}/2$$

(16)

At this optimal solution the response-times in the ON and OFF directions are equal to each other, and both equal to the sum of the effective life-times of the two proteins:

$$T_{ON2}^{optimal} = T_{OFF2}^{optimal} = \tau_s + \tau_y$$

(17)

For long-lived proteins, $\tau_s = \tau_y = \tau$, and we obtain:

$$T_{ON2}^{optimal} = T_{OFF2}^{optimal} = \tau + \tau = 2\tau$$

(18)

Continuing in this fashion, it is easy to show that the response-time for the $n$th step in the cascade of long-lived proteins is $n$ cell-cycles:

$$T_{ON,n}^{optimal} = T_{OFF,n}^{optimal} = n\tau$$

(19)
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