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two tasks showed a strong correlation between participants’ 
jitter frequencies in the finger and the arm, despite the very 
different inertial properties of the two effectors. This result 
suggests that the corrective jitter response stems from com-
mon neural processes.

Keywords Visuomotor tracking · Jitter · Intermittent 
control · Submovements · Motor control · Mirror game

Introduction

When individuals are asked to imitate non-regular oscillatory 
motion, the observed responses are often not smooth, but 
rather exhibit abrupt changes in their velocity profiles. These 
high-frequency motions, oscillating around the tracked stim-
uli, are presumed to be the result of intermittent motor con-
trol (Miall et al. 1986, 1993). Intermittent control refers to 
control signals given by the central nervous system (CNS) 
at discrete points in time rather than on a continuous basis 
(Navas and Stark 1968; Miall et al. 1986, 1993; Burdet and 
Milner 1998; Morasso et al. 2010; Gawthrop et al. 2011). 
Intermittent control is typically attributed to time delays 
inherent in receiving feedback (Navas and Stark 1968) as it 
guarantees stability over a larger range of parameter space 
(Doeringer and Hogan 1998; Morasso et al. 2010). Karn-
iel (2013) suggested that intermittent control is used as a 
way of minimizing the number of transitions necessary in 
high-level motor commands. Each generation of an inter-
mittent control signal can be considered as execution of an 
open-loop motor plan, or a submovement (Flash and Henis 
1991; Doeringer and Hogan 1998). The rate of submove-
ment production reduces as children develop (Von Hofsten 
1991), during recovery from stroke (Krebs et al. 1999), and 
with motor learning (Sosnik et al. 2004). Recently, evidence 

Abstract A characteristic of visuomotor tracking of non-
regular oscillating stimuli are high-frequency jittery correc-
tive motions, oscillating around the tracked stimuli. How-
ever, the properties of these corrective jitter responses are 
not well understood. For example, does the jitter response 
show an idiosyncratic signature? What is the relationship 
between stimuli properties and jitter properties? Is the jit-
ter response similar across effectors with different inertial 
properties? To answer these questions, we measured par-
ticipants’ jitter frequencies in two tracking tasks in the arm 
and the finger. Thirty participants tracked the same set of 
eleven non-regular oscillating stimuli, vertically moving 
on a screen, once with forward–backward arm movements 
(holding a tablet stylus) and once with upward–downward 
index finger movements (with a motion tracker attached). 
Participants’ jitter frequencies and tracking errors var-
ied systematically as a function of stimuli frequency and 
amplitude. Additionally, there were clear individual dif-
ferences in average jitter frequencies between participants, 
ranging from 0.7 to 1.15 Hz, similar to values reported pre-
viously. A comparison of individual jitter frequencies in the 

L. Noy · U. Alon 
Department of Molecular Cell Biology, Weizmann Institute 
of Science, Rehovot, Israel

L. Noy · U. Alon 
The Theatre Lab, Weizmann Institute of Science, Rehovot, Israel

J. Friedman (*) 
Department of Physical Therapy, Tel Aviv University, 
6997801 Ramat Aviv, Tel Aviv, Israel
e-mail: jason@post.tau.ac.il

J. Friedman 
Sagol School of Neuroscience, Tel Aviv University,  
Tel Aviv, Israel



1308 Exp Brain Res (2015) 233:1307–1320

1 3

that intermittent corrective movements rather than continu-
ous control are used has been observed in single-cell record-
ings from motor and premotor cortices of rhesus macaques 
(Dickey et al. 2013) and from event-related potentials in 
humans (Dipietro et al. 2014). Intermittency is also observed 
in the use of perceptual information, for example, in studies 
of continuous tracking of constant isometric force (Slifkin 
et al. 2000; Sosnoff and Newell 2005).

In a recent study, we used intermittency as a marker of reac-
tive control in a joint improvisation task—the mirror game—
in which two actors imitate each other with or without a des-
ignated leader (Noy et al. 2011, and see similar approaches 
in Dumas et al. 2010; Konvalinka et al. 2010; Watanabe 
and Miwa 2012; Yun et al. 2012; Masumoto and Inui 2013, 
2014; Arueti et al. 2013). In a one-dimensional version of 
the game, a follower often exhibits a characteristic jittery 
motion, presumed to result from intermittent corrective con-
trol. We termed this marker of followership a jitter response 
(or simply jitter). In certain periods in the game, players enter 
a state where both players produce smooth and synchronized 
motion without jitter. We suggested that in these periods, play-
ers create the motion together by agreeing on future motion. 
In a follow-up study, we examined the relationship between 
individuality and togetherness in the mirror game (Hart et al. 
2014). We found that players show idiosyncratic ‘motor signa-
tures’ in their basic strokes. However, these individual patterns 
converge to a universal symmetric and maximally smooth pat-
tern when players create the motion together. These studies 
sparked our interest in the mechanism of the jitter response.

In the current work, we aim to better understand the nature 
of the jitter response. Specifically, we were intrigued by the 
observation that participants show individuality not only in 
the shape of their velocity profiles but also in the frequency 
of their of jitter response (unpublished data from Hart et al. 
2014). However, these data come from open-ended games 
that varied in their motion parameters (e.g., average velocity 
and frequency of the motion). Thus, the observed individu-
ality can be the result of this variance. Moreover, this data 
did not enable studying the properties of the jitter response 
as a function of the stimuli properties. In the present work, 
we overcome this limitation by studying jitter response when 
different people track the same set of stimuli.

The frequency of the jitter response can be the result 
of several factors. It can be task specific, perhaps mostly 
determined by properties of the stimuli such as frequency 
and amplitude, or it can be the result of peripheral con-
siderations such as the inertia of the body part. Similar to 
other individual differences like reaction times (Schmiedek 
et al. 2007), it might result from common neural processes 
across different tasks and body parts.

The time delay between submovements must have a 
lower bound. This may be governed by the psychological 
refractory period (Smith 1967), which is the minimum time 

needed to perform two sequential actions. Gawthrop et al. 
(2011) noted that this minimal time could be related to 
physiology (e.g., conduction times of the neurons) or a soft 
limit chosen by the CNS. Also, there appears to be an upper 
bound to the duration of submovements. For example, 
when participants were required to make 30 cm movements 
to the left and right over different durations of time, the 
number of peaks in the velocity profile (that is, the num-
ber of submovements) increased as the movements became 
slower, with an upper bound of approximately 500 ms 
(2 Hz) on submovement duration (van der Wel et al. 2009).

A considerable body of work comparing inter- and intra-
individual differences in movement timing suggests that jitter 
frequency might be similar between effectors. In a series of 
studies, timing variability was found to be correlated between 
effectors (e.g., finger, foot, arm) in tasks requiring explicit 
representations of time, such as tapping (Franz et al. 1992; 
Keele and Hawkins 1982; Keele et al. 1987; Keele and Ivry 
1987). However, the correlation of timing variance between 
effectors was not observed in tasks that did not demand an 
explicit representation of time, for example, in continuous 
circle drawing (Ivry et al. 2002; Spencer et al. 2003; Zelaznik 
et al. 2005; Zelaznik et al. 2000). As the tracking task in this 
study is similar to the aforementioned tapping tasks (in par-
ticular when tracking fixed frequency stimuli), we expected 
to see similarities in the timing behavior between effectors in 
this study, in particular in the jitter frequency.

To test this hypothesis, we measure the jitter response 
using two different body parts (whole arm and finger) and 
apparatuses (drawing movements on a graphics tablet, and 
extension and flexion of the index finger). We predict that 
the jitter frequency will vary as a result of stimuli ampli-
tude and frequency, as these changes will result in dif-
ferences in the difficulty of the tracking task, which will 
change the nature of the response. As in many other tasks 
(Fleishman 1967; King et al. 2012), we expect to see indi-
vidual differences between participants in the rate of their 
jitter response to the same stimuli. We expect that the tim-
ing of the jitter response will be a function of common neu-
ral processes between effectors. This will be manifested by 
similar jitter response across the two conditions. Our opera-
tional prediction is that while the jitter frequency will vary 
across individuals and as a function of the stimuli, the jitter 
frequency will be correlated across the two tracking tasks, 
when the same stimuli are tracked with different effectors.

Methods

Participants

Thirty right-handed participants participated in the experi-
ment, from the student population at Tel Aviv University 
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(22 females, average age 26). Ethics approval was received 
from the Tel Aviv University human ethics committee, and 
participants signed an informed consent form before start-
ing the experiment. Each participant performed the track-
ing task with the two response devices: drawing with a 
pen, and moving the index finger. Half the participants per-
formed the pen task first and the other half the index task 
first. The duration of the experiment was approximately 
30 min; the participants were paid 40 NIS (approximately 
$11) for their participation.

Tracking tasks

The participant sat approximately 40 cm away from a 23.6″ 
computer monitor (522 × 296 mm, 1,920 × 1,080 resolu-
tion, 60 Hz refresh rate), which was placed at the far end of 
the table. The participants were shown a red rectangle on a 
computer monitor (see Fig. 1a). The base of the rectangle 
did not move, while the height of the rectangle constantly 
changed in a smooth manner (maximum height of 756 pix-
els = 20.5 cm). The movement of the pen or finger changed 
the height of a blue rectangle, shown next to the red rec-
tangle, with the same base height, and of equal width. The 
height of the blue rectangle was controlled either by moving 
a stylus (held in the right hand) forward or backward on the 
graphics tablet (Wacom Intuos tablet, sampling at 100 Hz, 
1 cm pen movement = 35 pixels = 0.95 cm of rectangle 
height), or by moving the right index finger up or down 
(recorded using a Polhemus Liberty system, sampling at 
240 Hz, 1 cm index finger movement = 360 pixels = 9.8 cm 
of rectangle height). We chose these motions in order to 
match the complexity of the perception-to-action mapping in 
the two conditions We tried to produce two mappings which 
were similarly natural: (1) a perceptual ‘up’ corresponding to 
a forward motion of the arm (the familiar computer–mouse 
to screen mapping), and (2) a perceptual ‘up’ corresponding 
to an upward motion of the finger, a natural mapping which 
is easier to imitate than rotated mappings (Noy et al. 2009). 
This finger motion, similar to a tapping, is also easier ergo-
nomically than other types of finger motions.

The different ranges of movement of each effector cor-
responded approximately to the comfortable ranges of 
movement of the index finger in extension/flexion and 
of forward/back pen movements. The participants were 
instructed to imitate the movement of the red rectangle with 
the blue rectangle. The pen movements of the graphics tab-
let were constrained to only be forward–backward by creat-
ing a thin 2-mm channel for the pen to move in between 
two 40-cm rulers. For the finger movements, the wrist of 
the right hand rested on a piece of foam, but the finger was 
otherwise unconstrained.

Eleven trials were performed with each response device, 
and each trial was 60 s long, with a break of 10 s between 

trials. The stimuli (i.e., the height of the rectangle), avail-
able online (Friedman et al. 2014), consisted of half sine 
waves (i.e., with a single peak or trough), alternating from 
positive to negative (see Fig. 2), with varying amplitudes 
and durations (see Fig. 1b) for four examples). For the first 
three trials, the parameters of the stimuli were selected by 
the experimenters, to create relatively simple stimuli with 
few transitions. For the other eight trials, the stimuli were 
based on stimuli generated by the leader in the mirror game 
experiment (Noy et al. 2011). The stimuli from the mirror 
game were altered so that they consisted of a series of half 
sine waves, which we expect to be easier to imitate. In a 
previous study (Hart et al. 2014), we found that when two 
participants experience togetherness, their movements are 
similar to half sine waves. Additionally, half sine waves are 
maximally smooth; the lack of abrupt changes should make 
them easier to copy. Further details of the stimuli are pro-
vided in Table 1.

All experiments were run using the “Repeated Meas-
ures” software (Friedman 2014), MATLAB (Mathworks 
Inc) software that runs on top of the Psychophysics Tool-
box (Brainard 1997).

Data analysis

The kinematic data were filtered using a low-pass fourth 
order two-way Butterworth filter with a cutoff of 5 Hz. 
Only one dimension of the data was used in the analysis 
(forward–backward for the tablet, and up–down for the 
finger). Velocities and accelerations were calculated using 
finite differences. The data from both experiments were 
resampled to 100 Hz for the remainder of the analysis.

Jitter frequency

We have defined “jitter” as being corrective movements that 
weave around the required movement (Noy et al. 2011). 
Each half sine wave will have a zero-crossing in the accel-
eration profile at the start and end of the half cycle (because 
the second derivative of a sine wave is a sine wave with 
the same phase, but opposite sign). If the participant pro-
duces perfect sine waves, then zero-crossings in the accel-
eration will only be observed when each half cycle starts 
(or ends, which occur at the same time). We interpret other 
zero-crossings in the acceleration profile (which indicate 
inflection points in the position) as indicators that a cor-
rective movement has been generated (jitter, see Fig. 2b). 
We note that other techniques, such as fitting minimum jerk 
submovements (Friedman et al. 2013; Rohrer and Hogan 
2006), are not feasible for this data due to its length, and 
also because these techniques are typically designed for 
discrete rather than rhythmic movements. To remove the 
zero-crossings that correspond to the start and end of half 
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cycles, we found the best registration of the data with the 
stimuli (Tang and Müller 2008) and then removed the zero-
crossings that occurred in both the stimuli and response. 
Figure 2a shows an example of the registration process, 
and Fig. 2b demonstrates the points that are identified as 
jitter. After finding the zero-crossings in the acceleration, 
we only use those zero-crossings that are more than 200 ms 

apart (i.e., 5 Hz), as it is unlikely that separate movements 
could be produced in such a short time. We compute the 
frequency of these movements as half the reciprocal of the 
duration between the remaining zero-crossings. We divide 
the reciprocal by two in order to get the frequency of a 
whole wave, which would consist of two zero-crossings. 
This allows us to compare the frequencies obtained with 
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Fig. 1  Methods. a The two effectors used in the experiment—mov-
ing a pen back and forth on a tablet with the arm, and moving the 
index finger up and down. By moving their arm or finger, the par-
ticipant could control the height of the blue rectangle (on the right). 

They are told to imitate the movements made by the red rectangle (on 
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ated, and (3) and (4) are based on the performance of a leader in the 
mirror game (Noy et al. 2011) (color figure online)
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other studies (e.g., Miall et al. 1993). We also computed the 
jitter frequency, half the reciprocal distance between two 
jitter points, as shown in Fig. 2c.

Co-confident periods

Co-confident (CC) periods are defined as periods of time 
when little or no jitter is shown, and the participant moved in 
synchrony with the stimulus (Noy et al. 2011). These periods 
imply that the participant was successfully able to predict the 
stimuli during this time and so did not need to make corrective 

motions. To detect CC periods, we first identified segments 
of motion as periods between zero-crossings of the velocity 
signals (that is, corresponding to one point-to-point motion of 
the arm/finger). Valid segments have a minimum duration of 
200 ms (thus, considering each two segment as a full motion 
cycles, allowing for a maximal frequency of 2.5 Hz) and 
maximal duration of 8 s. On average, 6.2 % (±5.2 %) of each 
round was removed with these thresholds. These thresholds 
were only applied for the CC calculations. Segments belong 
to a CC period if they matched two conditions: (1) They 
contained exactly one acceleration zero-crossing (that is, no 
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half sine waves are the segments that are classified as CC (i.e., syn-
chronized and without jitter) (color figure online)
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jitter), and (2) the stimuli and the response were fairly similar 
(dV < 0.95, dT < 0.15 s, see below). Isolated CC segments 
were removed (see Fig. 2d). We note that this technique is dif-
ferent from the one used in Noy et al. (2011).

Accuracy measures

To quantify how well the participants imitated the stimuli, 
we calculated the relative position (dX) and relative veloc-
ity (dV) error, and the temporal accuracy (dT), using the 
definitions from Noy et al. (2011). Relative position error 
(dX) and relative velocity error are defined by

where xi
1 and xi

2 are the positions of the participant and stimuli 
at time i (after registration) and similarly for velocity v. For 
position, we subtract the location of the center (xc), which 
is the height that all half sine waves start from. When the 
denominator was small (<10 pixels for dX, and <0.01 pixels/s 
for dV), these values were not included in the sum to prevent 
instability in the measure. Temporal accuracy (dT) was com-
puted as the absolute time difference between zero velocity 
events in the stimuli and participant data (before registration).

Relationship of stimulus properties and jitter response

To study a possible relationship between the tracked 
stimuli properties and the produced jitter response, we 

dX =
2

n

n
∑

i=1

∣

∣x
i

1
− x

i

2

∣

∣

∣

∣x
i

1
+ x

i

2
− 2xc

∣

∣

dV =
2

n

n
∑

i=1

∣

∣v
i

1
− v

i

2

∣

∣

∣

∣v
i

1
+ v

i

2

∣

∣

performed an analysis on all jitter response events, over all 
players and trials. For each detected jitter event, we com-
puted its frequency and the frequency and amplitude of 
the relevant tracked stimuli (see Fig. 2). We used a binned 
scatter plot to look for trends in this large dataset. We 
treated each jitter event as a 2D data point <stimulus fre-
quency, jitter frequency> or <stimulus amplitude, jitter fre-
quency>. We divided the dataset to 15 equal mass bins in 
the X-axis. We then plotted for each bin, the median value 
of the Y values in this bin and an error bar representing the 
estimated standard deviation of the median computed by 
bootstrapping the data 1,000 times. This gives a qualita-
tive description of the relationship of the stimuli and the 
jitter properties. To test an observed trend, we repeated the 
same analysis for each participant’s data, performed linear 
regression over the computed bins’ medians, and tested 
whether the slopes of these lines were different from zero. 
We performed this analysis for the finger and the arm data 
separately.

Statistics

We performed a repeated measures MANOVA with the 
three accuracy measures as dependent variables (dX, dV, 
and dT) and with independent variables trial (11 levels) 
and effector (finger or arm). Violations of the assumption 
of sphericity were tested using Mauchly’s test of sphericity.

Results

Participants were able to successfully track both types of 
stimuli (experimenter generated and those based on the 

Table 1  Stimuli properties

“Experimenter” indicates that the stimuli are wholly generated by the experimenters, whereas “mirror game” are based on movements recorded 
from participants playing the mirror game (Noy et al. 2011). In both cases, the stimuli consist of a number of concatenated half sine waves

The frequencies and amplitudes of the half sine waves varied across the stimuli

Stimulus number Experimenter/ 
mirror game

Mean frequency  
(±SD) Hz

Number of half  
sine waves

Mean amplitude 
(±SD) cm

1 Experimenter 0.37 (±0.13) 38 6.8 (±1.4)

2 Experimenter 0.58 (±0.31) 50 5.8 (±1.7)

3 Experimenter 1.08 (±0.71) 60 7.2 (±2.6)

4 Mirror game 0.34 (±0.26) 24 11.8 (±8.4)

5 Mirror game 0.60 (±0.27) 58 16.0 (±5.6)

6 Mirror game 0.66 (±0.45) 41 11.0 (±4.3)

7 Mirror game 0.59 (±0.30) 29 19.4 (±15.8)

8 Mirror game 0.55 (±0.25) 48 15.4 (±5.0)

9 Mirror game 0.34 (±0.21) 28 12.6 (±7.0)

10 Mirror game 0.46 (±0.27) 40 21.3 (±10.1)

11 Mirror game 0.98 (±0.48) 64 4.5 (±4.1)
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mirror game), with relatively little error for both effectors 
(finger and arm). An example of the performance of a sin-
gle participant for two trials can be found in Fig. 3.

Tracking errors varied between trials and effectors

The mean accuracy of the movements of the participants 
(in terms of position, velocity, and time) is presented in 
Table 2. Performance differed between the different tasks 
and between effectors. A MANOVA showed significant 
differences for effector [F(3,27) = 95.7, p < 0.001], trial 
[F(30,870) = 10.43, p < 0.001], and their interaction 
[F(30,870) = 7.43, p < 0.001]. To determine the cause 
of differences between the dependent measures, we per-
formed univariate repeated measures ANOVAs for the 
three dependent variables. For all three measures, there 
was a significant difference as a function of trial, shown 
by a main effect [dX: F(10,290) = 9.98, p < 0.001; dV: 
F(10,290) = 7.22, p < 0.001; dT: F(10,290) = 6.67, 
p < 0.001]. That is, the error measures varied over different 
trials, likely as a result of the different stimuli in the trials.

The velocity error (dV) was smaller for the arm 
(0.64 ± 0.02) compared to the finger (0.90 ± 0.05), shown 
by a main effect of effector [F(1,29) = 31.4, p < 0.001], 
while the timing error showed the opposite pattern, being 
smaller for the finger (0.129 ± 0.007 s) than the arm 
(0.164 ± 0.005 s), shown by a main effect of effector 
[F(1,29) = 16.8, p < 0.001]. There was no main effect of 
effector for position error [F(1,29) = 1.59, p = 0.22]. For 
the velocity error (dV) and the time error (dT), there was 
also a significant interaction between trial and effector 
[dV: F(10,290) = 6.00, p < 0.001; dT: F(10,290) = 14.63, 
p < 0.001], see Table 2. We note that for the three error 
measures, no significant correlation was found between the 
mean errors (per participant) in the two tasks (p > 0.05). 

An order effect was observed for the timing and veloc-
ity errors of the arm when the finger task was performed 
first [dT: t(28) = −2.88, p = 0.008; dV: t(28) = −2.25, 
p = 0.03], with a reduction in dT from 0.18 ± 0.01 (arm 
first) to 0.15 ± 0.01 (finger first) and a reduction in dV 
from 0.69 ± 0.03 (arm first) to 0.60 ± 0.03 (finger first). 
The effect was not significant for position error [dX: 
t(28) = −1.97, p = 0.06] or for performance in the fin-
ger task [dX: t(28) = −0.92, p = 0.37; dT: t(28) = −1.33, 
p = 0.19; dV: t(28) = −0.57, p = 0.57].

These results demonstrate that the quality of perfor-
mance varied systematically across trials and is, at least 
partially, modulated by the effector, with a smaller velocity 
error observed in arm tracking compared to finger tracking 
for the same stimuli and a smaller timing error for finger 
tracking compared to arm tracking.

Participants were able to track some of the motions 
without jitter

In our previous works, we used jitter-less motion, termed 
CC motion, as a dyadic marker of agreement in joint 
improvisation. We were interested to see whether partici-
pants are able to produce CC motion when they follow rela-
tively simple motions. We computed the rate of CC motion 
in each of the trials (Table 2). In some trials, participants 
were able to produce a considerable amount of CC motion 
(e.g., ~10 % in trial 5 when tracking with the arm), whereas 
other trials exhibited no CC motion at all (e.g., trial 1 for 
both finger and arm movements).

CC rates in many rounds equaled zero, and so, the dis-
tribution of %CC was far from normal. To verify that %CC 
indeed varies systematically, we performed a nonparametric 
analog of an ANOVA using the Kruskal–Wallis test, with 
the trial as a factor. For both the arm tracking condition 

Fig. 3  Two examples of 
the stimuli (red line), shown 
together with the finger move-
ment (light blue line) and the 
arm movement (dark blue line), 
all shown in terms of height on 
the screen (color figure online)
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[H(10,319) = 151.2, p < 0.001] and the hand tracking con-
dition [H(10,319) = 115.4, p < 0.001], there was a system-
atic difference between trials. A post hoc analysis, using 
Bonferroni correction (adjusted p value = 0.0009), showed 
that 43.6 % of the trials pairs in the arm condition and 40 % 
of the trial pairs in the hand condition were systematically 
different.

We next focused on examining how the jitter frequency 
varies as a function of stimuli properties.

Dependence of the jitter frequency on the properties  
of the stimuli

To examine the dependence of jitter frequency on stim-
uli properties (amplitude and frequency), we plotted 
2D-binned scatter plots (Fig. 4). As the stimulus frequency 
increases, the jitter frequency decreases (for both effectors). 
Likewise, as stimulus amplitude increases, jitter frequency 
decreases (also for both effectors). To determine whether 
this effect is significant, we fit a regression line to data 
binned on a participant-by-participant basis. A t test on the 
slopes of these regression lines showed that for both meas-
ures and effectors, the slope is significantly different from 
zero [stimulus frequency: arm: t(29) = −11.7, p < 0.001; 
finger: t(29) = −13.4, p < 0.001; stimulus amplitude: arm: 
t(29) = −12.2, p < 0.001; finger: t(29) = −6.7, p < 0.001]. 
Thus, we conclude that for both effectors, jitter frequency 
is at least partially determined by stimulus amplitude and 
frequency.

As a control, we verified that the reported dependency 
of jitter frequency on stimulus properties is not the result 
of our measurement, for example, from a bias added in the 
registration preprocessing. To test this, we created eight 
stimuli with constant frequencies (ranging from 0.15 to 
1 Hz, at equal intervals) and simulated tracking them with 
a predictive/reactive controller (described in Noy et al. 
2011). The controller is known (shown analytically and 
in simulations) to produce a constant jitter frequency. We 
applied the same analysis used to measure the properties 
of the experimental stimulus and the human responses on 
these simulated stimuli and responses. The resulting binned 
scatterplots (equivalent to Fig. 4b, c) show a constant jitter 
frequency that is not dependent on the stimulus frequency. 
Hence, the dependency reported above does not result from 
the measurement method.

The jitter frequency is constant across the different 
effectors

We next determined whether the distribution of jitter fre-
quency used by an individual participant was comparable 
between the two effectors. To do this, we computed the 
peak of the jitter frequency distribution (the peak of the 

kernel density plot) for the two effectors for each trial. We 
used the peak rather than the mean (or median) because 
the distributions were non-symmetric and had long tails. 
A scatterplot of the mean of these peak values for each 
participant, for the two effectors, can be found in Fig. 5a. 
A significant correlation is seen between the mean peak 
jitter for the two effectors (R2 = 0.31, p = 0.001), with 
values ranging from 0.7–1.15 Hz, similar to the range of 
0.8–1.8 Hz observed in Miall et al. (1993). It should be 
noted that in Noy et al. (2011), the calculations of fre-
quency were performed as the reciprocal of the distance 
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number of entries, representing the relevant quantiles (from the x-axis 
values). The values plotted are the mean values (error bars are stand-
ard error)
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between two jitter points (and not half the reciprocal as 
is used here), and so, we expect the values here to be 
half the values observed in Noy et al. (2011). We also 
tested using the mean rather than the peak of the distri-
bution, and found that the correlation remains significant 
(R2 = 0.36, p < 0.001).

Overall, jitter frequencies were somewhat higher in the 
finger than in the arm. We next show that the difference 
between jitter frequencies in the arm and finger is smaller 
within an individual than between individuals. For this pur-
pose, we computed the absolute difference (over all trials) 
between the peak jitter frequency in the finger and in the 
arm (mean = 0.08 Hz, SE = 0.01). We compare this differ-
ence (within an individual) to the distribution of differences 
between individuals, created by bootstrapping a random 
pairing of the arm frequency of participant X with the fin-
ger frequency of participant Y. This simulated distribution 
(created with 10,000 repetitions of the random pairing) has 
a mean of 0.11 Hz, and the within-individual mean differ-
ence (0.08 Hz) is smaller than 99 % of the values of this 
distribution (see Fig. 5b).

We note that in the distributions of finger movements, 
a second peak is observed for many of the participants 
around 4 Hz (although smaller than the primary peak of 
0.7–1.15 Hz). The source of this additional peak requires 
further investigation. We also note that the order of per-
formance (finger task first or arm task first) did not have 
a significant effect on the peak jitter frequency (t test: 
p > 0.05).

Discussion

The participants in the study were able to successfully per-
form the task of imitating non-periodic stimuli with both 
forward–backward movements of the arm and upward–
downward movements of the index finger. While they suc-
ceeded in imitating the movements with relatively small 
error, clear signs of jitter were observed, that is, relatively 
abrupt changes of velocity. The mean jitter frequency 
observed across the 11 trials (0.7–1.15 Hz) was of a similar 
magnitude to that observed in previous studies (Miall et al. 
1993; Noy et al. 2011). As expected, there was some vari-
ance between the frequencies of jitter responses of different 
participants.

Further, we observed that the jitter frequency is not con-
stant, but rather varies as a function of stimuli properties. 
First, the different amounts of jitter may be partially due to 
the predictability of the stimuli or the difficulty in tracking. 
This can be seen, for example, in the different rate of CC 
motion (%CC) in different trials (corresponding to periods 
of zero jitter). The %CC in different trials varied systemati-
cally, with some trials showing no CC for all participants, 
whereas other trials showed up to 10 %CC.

We also observed that stimulus amplitude and frequency 
affect the amount of jitter. Over most of the range of stimu-
lus amplitudes, higher amplitudes were correlated with 
lower amounts of jitter. Higher stimulus frequencies were 
also correlated with lower jitter frequencies (in the range 
0.1–0.7 Hz, see Fig. 4b). This may be because it is difficult 
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for participants to smoothly track relatively low-frequency 
stimuli.

The observed negative relationship between stimulus 
frequency and jitter frequency is different from the one 
observed for monkeys’ manual tracking of periodic and 
pseudo-random oscillations (Miall et al. 1986). Miall et al. 
report a small positive trend (that is, higher stimulus fre-
quency leading to higher jitter frequencies) for periodic 
(p. 190, Fig. 4c) and pseudo-random oscillations (p. 195, 
Fig. 9b). The different trends might be the result of a dif-
ferent control strategy used by monkeys and humans when 
tracking non-periodic oscillations, or due to the differ-
ent non-periodic signals used in these two studies. Future 
research can clarify the relationship between stimuli and 
jitter frequencies in human manual tracking, using system-
atic variation of the frequencies of tracked stimuli.

Our result resonates with van der Wel et al. (2009), 
who observed that below a certain frequency, participants 
always made movements with more than one velocity peak. 
For example, we note that comparing the three simple stim-
uli (generated by the experimenters), the first, which had 
very low stimulus frequencies (0.37 Hz), had zero %CC 
(that is, more jitter), while the other two, which had higher 
frequencies (0.58 and 1.08 Hz), had much larger %CC val-
ues (see Tables 1 and 2).

The peak jitter frequency observed for the finger and 
arm was similar on a participant-by-participant basis 
(Fig. 5), despite the very different inertial properties of 
the two effectors. This supports our hypothesis that simi-
lar neural processes are involved in the production of cor-
rective responses in both cases. We note that this result is 
not trivial—other kinematic processes do show significant 
differences as a result of inertial differences, e.g., endpoint 
trajectory of the arm compared to the finger (Friedman and 
Flash 2009). Further support for the similarity of control 
mechanisms of the finger and the arm stems from the simi-
lar changes of jitter frequency as a function of stimulus fre-
quency and amplitude in the two effectors (Fig. 4b, c).

The similarity in jitter frequency between effectors is com-
parable to the similarities observed for reaction times across 
different tasks. Schmiedek et al. (2007) found latent (hidden) 
variables that can predict features of reaction time distribu-
tions in different tasks and suggested that common processes 
may explain these correlations. In this study, we found cor-
relations between the jitter frequencies in different tasks and 
similarly infer that common neural processes underlie this 
connection. This similarity in jitter frequency suggests that 
the control model proposed in Noy et al. (2011) to explain the 
jitter behavior in an arm tracking task (the one-dimensional 
mirror game) can be generalized to tracking in other effectors 
(see also Khoramshahi et al. 2014; Zhai et al. 2014).

Although similar jitter frequencies were observed for 
the finger and the arm, the performance was more accurate 

using the arm (as quantified by the velocity error). This 
shows that while jitter frequency may be similar across 
the effectors, the effectiveness of corrections is optimized 
for the arm. Previous studies have shown that motor vari-
ability is partly due to signal-dependent noise and partly 
due to signal-independent noise (van Beers et al. 2004). 
If the errors were solely due to signal-dependent noise, 
and assuming this noise was a constant proportion of the 
movement magnitude, we would observe comparable rela-
tive error for the two cases. As this is not the case, it seems 
likely that the differences are due to signal-independent 
noise, which appears to be a larger proportion of the range 
of motion for the index finger compared to the arm. Tremor 
may also play a role in this difference tremor of the unsup-
ported index finger was shown to be much larger than that 
of the arm (Morrison and Newell 2000).

A limitation of this study is that there are no conditions 
where the stimuli amplitude and frequency are matched to 
the intrinsic dynamics of the effector. This is because we 
wanted to use identical stimuli for both effectors, and most 
of the stimuli were based on data recorded from individ-
ual performances in a previous experiment. It remains an 
interesting question whether the jitter properties of the two 
effectors would have been more similar if the stimuli prop-
erties were more closely matched to the intrinsic dynamics 
of the effector.

A further limitation of this study is that the visual gain 
is different between the movements of the finger and the 
arm, because visual gain is known to affect performance in 
tracking tasks (Vaillancourt et al. 2006). The very different 
ranges of motion of the finger and the arm necessitated this 
difference. We purposely selected two effectors with dif-
ferent properties to allow us to determine which properties 
of the jitter are effector independent. Despite differences 
between finger and hand performance that may be due to 
differences in visual gain, we still managed to observe sim-
ilarities between the jitter properties for the two effectors, 
suggesting that these properties are independent of the dif-
ferent perceptual properties between the two tasks.

While the participants in this experiment were tracking 
movements produced by a computer (rather than another 
person), we observed jitter similar to that found in the two-
player mirror game. We also observed some CC periods, 
assumedly, due to the participants succeeding in predicting 
the stimuli for a period of time. The controlled nature of 
the stimuli in this experiment allows us to conclude that the 
jitter frequency is idiosyncratic (see Fig. 5). In our previous 
studies, open-ended mirror games were used with result-
ant stimuli that differed greatly between games. Hence, it 
was difficult to know whether differences in individual jit-
ter were due to idiosyncratic differences or the differences 
between the different games. The findings of this study pro-
vide evidence that jitter frequency varies across participants 
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when presented with the same stimuli. These behavioral 
differences might be the result of differences in neural pro-
cessing between individuals.

Future studies can further investigate the systematic rela-
tionships observed here between jitter frequency and stim-
ulus properties. In the current study, we have reduced the 
open-ended mirror game, focusing on the behavior of dif-
ferent human followers to the same set of stimuli. However, 
the stimuli properties still varied considerably as most stim-
uli were taken from the motions of leaders in real games. A 
straight forward follow-up experiment can ask participants 
to manually track stimuli that vary in a controlled way, 
e.g., in fixed frequency intervals, in order to better under-
stand the relationship between jitter and stimuli properties. 
Such a study can help in resolving the apparent discrepancy 
between our results from human tracking and the results 
in Miall et al. (1986) with monkey tracking. Another pos-
sible future direction is studying the development of track-
ing behavior as a result of learning. For example, Miall 
and Jackson (2006) showed that the jitter frequency rate 
decreased 25 %over an intensive training period of 5 days 
when there is no induced visual delay between stimuli and 
response (p.82, Fig. 3, Control condition). Such studies 
can provide further constraints for developing new control 
models for movements in the mirror game, as well as more 
generally for other reactor/predictor tracking models.

CC rates varied systematically between trials. CC peri-
ods in this study were only observed for some stimuli and 
not others and were repeated at specific points for differ-
ent participants. This suggests that some types of motions 
promote CC behavior, as suggested in Hart et al. (2014), 
perhaps because these motions are more predictable. How-
ever, as most stimuli in the current dataset varied consid-
erably from each other, it is difficult to draw conclusions 
on the relationship of the tracked stimuli properties and the 
ease in which participants can track it in a predictive man-
ner. Future studies can explore this question in a more sys-
tematic manner in order to better understand the conditions 
that enable dyads to move together in synchrony by using 
similar fixed-stimuli experiments.

More generally, the approach used in the current study 
opens the way to systematically study human behavior in 
the mirror game. Until now, mirror game data were gath-
ered from open games in which players are encouraged to 
be playful and creative, which produces datasets that vary 
considerably between participating dyads. This variabil-
ity hinders a systematic investigation of skills used during 
the mirror game, such as the proposed reactive (with jit-
ter) or predictive (jitter-less) tracking. Using the current 
experimental setup, we can collect large datasets in which 
different people respond to a partner with known motion 
properties. In the present experiment, we focused on one 
feature of the reactive tracking, the jitter frequency, where 

the human takes the role of the follower in the mirror 
game. Future studies can also systematically explore the 
behavior of leaders in the mirror game, and possibly also 
human behavior during joint improvisation, playing with a 
(yet to be developed) realistic simulation of a mirror game 
partner.

The observed jitter response may be the product of inter-
mittent control, previously reported by other studies exam-
ining tracking tasks (Navas and Stark 1968; Miall et al. 
1986, 1993), by computational models (Burdet and Milner 
1998; Gawthrop et al. 2011; Morasso et al. 2010), and by 
electrophysiological data (Dipietro et al. 2014). The simi-
lar frequencies of jitter used by the same participant despite 
effectors with very different inertia suggest that this inter-
mittent control is modulated by common neural processes. 
This correlation is similar to that observed with respect to 
variability for tapping with the finger and arm (Keele and 
Ivry 1987). In contrast to the aforementioned study, this 
correlation is observed here despite the lack of a need for 
explicit timing in our tracking task.

However, we note that while the peak jitter values were 
similar between effectors for each individual participant, 
relatively wide distributions of jitter frequencies were 
observed (rather than a narrow distribution). This suggests 
that the movement correction and initiation process is not 
as simple as generating a new submovement at fixed inter-
vals, but rather is dependent on multiple factors. The ques-
tion of when a new submovement is generated requires fur-
ther investigation.

Acknowledgments We thank Tomer Ilan for assistance in data col-
lection. We thank the Braginsky Center for the Interface between Sci-
ence and the Humanities, at the Weizmann Institute of Science for 
support (L.N. and U.A).

Conflict of interest The authors declare that they have no conflict 
of interest.

References

Arueti M, Perach-barzilay N, Tsoory MM, Berger B, Getter N, 
Shamay-Tsoory SG (2013) When two become one: the role of 
oxytocin in interpersonal coordination and cooperation. J Cogni-
tive Neurosci 25(9):1418–1427. doi:10.1162/jocn_a_00400

Brainard DH (1997) The psychophysics toolbox. Spat Vis 10(4):433–
436. doi:10.1163/156856897X00357

Burdet E, Milner TE (1998) Quantization of human motions and 
learning of accurate movements. Biol Cybern 78(4):307–318. 
doi:10.1007/s004220050435

Dickey AS, Amit Y, Hatsopoulos NG (2013) Heterogeneous neural 
coding of corrective movements in motor cortex. Front Neural 
Circuits 7:51. doi:10.3389/fncir.2013.00051

Dipietro L, Poizner H, Krebs HI (2014) Spatiotemporal dynamics 
of online motor correction processing revealed by high-density 
electroencephalography. J Cogn Neurosci 26(9):1966–1980. 
doi:10.1162/jocn_a_00593

http://dx.doi.org/10.1162/jocn_a_00400
http://dx.doi.org/10.1163/156856897X00357
http://dx.doi.org/10.1007/s004220050435
http://dx.doi.org/10.3389/fncir.2013.00051
http://dx.doi.org/10.1162/jocn_a_00593


1319Exp Brain Res (2015) 233:1307–1320 

1 3

Doeringer JA, Hogan N (1998) Serial processing in human move-
ment production. Neural Netw 11(7–8):1345–1356. doi:10.1016/
S0893-6080(98)00083-5

Dumas G, Nadel J, Soussignan R, Martinerie J, Garnero L (2010) 
Inter-brain synchronization during social interaction. PLoS One 
5(8):e12166. doi:10.1371/journal.pone.0012166

Flash T, Henis EA (1991) Arm trajectory modification during reach-
ing towards visual targets. J Cogn Neurosci 3(3):220–230. 
doi:10.1162/jocn.1991.3.3.220

Fleishman E (1967) Individual differences and motor learning. In: 
Gange R (ed) Learning and individual differences. Merrill, 
Columbus, pp 165–191

Franz EA, Zelaznik HN, Smith A (1992) Evidence of common timing 
processes in the control of manual, orofacial, and speech move-
ments. J Mot Behav 24(3):281–287. doi:10.1080/00222895.199
2.9941623

Friedman J (2014) Repeated measures (computer software). 
doi:10.5281/zenodo.10438

Friedman J, Flash T (2009) Trajectory of the index finger during grasping. 
Exp Brain Res 196(4):497–509. doi:10.1007/s00221-009-1878-2

Friedman J, Brown S, Finkbeiner M (2013) Linking cognitive and 
reaching trajectories via intermittent movement control. J Math 
Psychol 57(3–4):140–151. doi:10.1016/j.jmp.2013.06.005

Friedman J, Alon U, Noy L (2014) Stimuli to accompany the article 
“Corrective jitter motion shows similar individual frequencies 
for the arm and the finger.” Retrieved Sept 17, 2014, from http://
dx.doi.org/10.6084/m9.figshare.1172073

Gawthrop P, Loram I, Lakie M, Gollee H (2011) Intermittent control: 
a computational theory of human control. Biol Cybern 104(1–
2):31–51. doi:10.1007/s00422-010-0416-4

Hart Y, Noy L, Feniger-Schaal R, Mayo AE, Alon U (2014) Individu-
ality and togetherness in joint improvised motion. PLoS One 
9(2):e87213. doi:10.1371/journal.pone.0087213

Ivry RB, Spencer RM, Zelaznik HN, Diedrichsen J (2002) The cer-
ebellum and event timing. Ann NY Acad Sci 978(1):302–317. 
doi:10.1111/j.1749-6632.2002.tb07576.x

Karniel A (2013) The minimum transition hypothesis for intermit-
tent hierarchical motor control. Front Comput Neurosci 7:12. 
doi:10.3389/fncom.2013.00012

Keele SW, Hawkins HL (1982) Explorations of individual differences 
relevant to high level skill. J Mot Behav 14(1):3–23. doi:10.1080/
00222895.1982.10735259

Keele SW, Ivry RI (1987) Modular analysis of timing in motor skill. 
The psychology of learning and motivation: advances in research 
and theory, vol 21. Academic Press, San Diego, pp 183–228

Keele SW, Ivry RI, Pokorny RA (1987) Force control and its relation 
to timing. J Mot Behav 19(1):96–114. doi:10.1080/00222895.19
87.10735402

Khoramshahi M, Shukla A, Billard A (2014) Cognitive mechanism 
in synchronized motion: an internal predictive model for man-
ual tracking control. In: The 2014 IEEE international confer-
ence on systems, man, and cybernetics (SMC2014), San Diego. 
doi:10.1109/SMC.2014.6974003

King AC, Ranganathan R, Newell KM (2012) Individual differences 
in the exploration of a redundant space-time motor task. Neurosci 
Lett 529(2):144–149. doi:10.1016/j.neulet.2012.08.014

Konvalinka I, Vuust P, Roepstorff A, Frith CD (2010) Follow you, fol-
low me: continuous mutual prediction and adaptation in joint tap-
ping. Q J Exp Psychol 63(11):2220–2230. doi:10.1080/17470218
.2010.497843

Krebs HI, Aisen ML, Volpe BT, Hogan N (1999) Quantization of con-
tinuous arm movements in humans with brain injury. Proc Natl 
Acad Sci USA 96(8):4645–4649. doi:10.1073/pnas.96.8.4645

Masumoto J, Inui N (2013) Two heads are better than one: both com-
plementary and synchronous strategies facilitate joint action. J 
Neurophysiol 109(5):1307–1314. doi:10.1152/jn.00776.2012

Masumoto J, Inui N (2014) A leader-follower relationship in joint 
action on a discrete force production task. Exp Brain Res 
232(11):3525–3533. doi:10.1007/s00221-014-4041-7

Miall RC, Jackson JK (2006) Adaptation to visual feedback delays 
in manual tracking: evidence against the smith predictor model 
of human visually guided action. Exp Brain Res 172(1):77–84. 
doi:10.1007/s00221-005-0306-5

Miall RC, Weir DJ, Stein JF (1986) Manual tracking of visual tar-
gets by trained monkeys. Behav Brain Res 20(2):185–201. 
doi:10.1016/0166-4328(86)90003-3

Miall RC, Weir DJ, Stein JF (1993) Intermittency in human manual 
tracking tasks. J Mot Behav 25(1):53–63. doi:10.1080/0022289
5.1993.9941639

Morasso P, Casadio M, Mohan V, Zenzeri J (2010) A neural mecha-
nism of synergy formation for whole body reaching. Biol Cybern 
102(1):45–55. doi:10.1007/s00422-009-0349-y

Morrison S, Newell KM (2000) Postural and resting tremor in the 
upper limb. Clin Neurophysiol 111(4):651–663. doi:10.1016/
S1388-2457(99)00302-8

Navas F, Stark L (1968) Sampling or intermittency in hand con-
trol system dynamics. Biophys J 8(2):252–302. doi:10.1016/
S0006-3495(68)86488-4

Noy L, Rumiati RI, Flash T (2009) Simple movement imitation: are 
kinematic features sufficient to map perceptions into actions? 
Brain Cogn 69(2):360–368. doi:10.1016/j.bandc.2008.08.030

Noy L, Dekel E, Alon U (2011) The mirror game as a paradigm 
for studying the dynamics of two people improvising motion 
together. Proc Natl Acad Sci 108(52):20947–20952. doi:10.1073/
pnas.1108155108

Rohrer B, Hogan N (2006) Avoiding spurious submovement decom-
positions II: a scattershot algorithm. Biol Cybern 94(5):409–414. 
doi:10.1007/s00422-006-0055-y

Schmiedek F, Oberauer K, Wilhelm O, Süß H-M, Wittmann 
WW (2007) Individual differences in components of reac-
tion time distributions and their relations to working mem-
ory and intelligence. J Exp Psychol Gen 136(3):414–429. 
doi:10.1037/0096-3445.136.3.414

Slifkin AB, Vaillancourt DE, Newell KM (2000) Intermittency in 
the control of continuous force production. J Neurophysiol 
84(4):1708–1718

Smith MC (1967) Theories of the psychological refractory period. 
Psychol Bull 67(3):202–213. doi:10.1037/h0020419

Sosnik R, Hauptmann B, Karni A, Flash T (2004) When practice leads 
to co-articulation: the evolution of geometrically defined move-
ment primitives. Exp Brain Res 156(4):422–438. doi:10.1007/
s00221-003-1799-4

Sosnoff JJ, Newell KM (2005) Intermittent visual information and 
the multiple time scales of visual motor control of continuous 
isometric force production. Percept Psychophys 67(2):335–344. 
doi:10.3758/BF03206496

Spencer RMC, Zelaznik HN, Diedrichsen J, Ivry RB (2003) Dis-
rupted timing of discontinuous but not continuous movements by 
cerebellar lesions. Science 300(5624):1437–1439. doi:10.1126/
science.1083661

Tang R, Müller H-G (2008) Pairwise curve synchronization for func-
tional data. Biometrika 95(4):875–889. doi:10.1093/biomet/
asn047

Vaillancourt D, Haibach P, Newell KM (2006) Visual angle is the 
critical variable mediating gain-related effects in manual control. 
Exp Brain Res 173(4):742–750. doi:10.1007/s00221-006-0454-2

Van Beers RJ, Haggard P, Wolpert DM (2004) The role of execution 
noise in movement variability. J Neurophysiol 91:1050–1063. 
doi:10.1152/jn.00652.2003

Van der Wel RPRD, Sternad D, Rosenbaum DA (2009) Moving the 
arm at different rates: slow movements are avoided. J Mot Behav 
42(1):29–36. doi:10.1080/00222890903267116

http://dx.doi.org/10.1016/S0893-6080(98)00083-5
http://dx.doi.org/10.1016/S0893-6080(98)00083-5
http://dx.doi.org/10.1371/journal.pone.0012166
http://dx.doi.org/10.1162/jocn.1991.3.3.220
http://dx.doi.org/10.1080/00222895.1992.9941623
http://dx.doi.org/10.1080/00222895.1992.9941623
http://dx.doi.org/10.5281/zenodo.10438
http://dx.doi.org/10.1007/s00221-009-1878-2
http://dx.doi.org/10.1016/j.jmp.2013.06.005
http://dx.doi.org/10.6084/m9.figshare.1172073
http://dx.doi.org/10.6084/m9.figshare.1172073
http://dx.doi.org/10.1007/s00422-010-0416-4
http://dx.doi.org/10.1371/journal.pone.0087213
http://dx.doi.org/10.1111/j.1749-6632.2002.tb07576.x
http://dx.doi.org/10.3389/fncom.2013.00012
http://dx.doi.org/10.1080/00222895.1982.10735259
http://dx.doi.org/10.1080/00222895.1982.10735259
http://dx.doi.org/10.1080/00222895.1987.10735402
http://dx.doi.org/10.1080/00222895.1987.10735402
http://dx.doi.org/10.1109/SMC.2014.6974003
http://dx.doi.org/10.1016/j.neulet.2012.08.014
http://dx.doi.org/10.1080/17470218.2010.497843
http://dx.doi.org/10.1080/17470218.2010.497843
http://dx.doi.org/10.1073/pnas.96.8.4645
http://dx.doi.org/10.1152/jn.00776.2012
http://dx.doi.org/10.1007/s00221-014-4041-7
http://dx.doi.org/10.1007/s00221-005-0306-5
http://dx.doi.org/10.1016/0166-4328(86)90003-3
http://dx.doi.org/10.1080/00222895.1993.9941639
http://dx.doi.org/10.1080/00222895.1993.9941639
http://dx.doi.org/10.1007/s00422-009-0349-y
http://dx.doi.org/10.1016/S1388-2457(99)00302-8
http://dx.doi.org/10.1016/S1388-2457(99)00302-8
http://dx.doi.org/10.1016/S0006-3495(68)86488-4
http://dx.doi.org/10.1016/S0006-3495(68)86488-4
http://dx.doi.org/10.1016/j.bandc.2008.08.030
http://dx.doi.org/10.1073/pnas.1108155108
http://dx.doi.org/10.1073/pnas.1108155108
http://dx.doi.org/10.1007/s00422-006-0055-y
http://dx.doi.org/10.1037/0096-3445.136.3.414
http://dx.doi.org/10.1037/h0020419
http://dx.doi.org/10.1007/s00221-003-1799-4
http://dx.doi.org/10.1007/s00221-003-1799-4
http://dx.doi.org/10.3758/BF03206496
http://dx.doi.org/10.1126/science.1083661
http://dx.doi.org/10.1126/science.1083661
http://dx.doi.org/10.1093/biomet/asn047
http://dx.doi.org/10.1093/biomet/asn047
http://dx.doi.org/10.1007/s00221-006-0454-2
http://dx.doi.org/10.1152/jn.00652.2003
http://dx.doi.org/10.1080/00222890903267116


1320 Exp Brain Res (2015) 233:1307–1320

1 3

Von Hofsten C (1991) Structuring of early reaching movements: a 
longitudinal study. J Mot Behav 23(4):280–293. doi:10.1080/00
222895.1991.9942039

Watanabe T, Miwa Y (2012) Duality of embodiment and support for 
co-creation in hand contact improvisation. J Adv Mech Des Syst 
Manuf 6(7):1307–1318. doi:10.1299/jamdsm.6.1307

Yun K, Watanabe K, Shimojo S (2012) Interpersonal body and neu-
ral synchronization as a marker of implicit social interaction. Sci 
Rep 2:959. doi:10.1038/srep00959

Zelaznik HN, Spencer RM, Doffin JG (2000) Tempo-
ral precision in tapping and circle drawing movements at 

preferred rates is not correlated: further evidence against tim-
ing as a general-purpose ability. J Mot Behav 32(2):193–199. 
doi:10.1080/00222890009601370

Zelaznik HN, Spencer RMC, Ivry RB, Baria A, Bloom M, Dolan-
sky L, Whetter E (2005) Timing variability in circle draw-
ing and tapping: probing the relationship between event and 
emergent timing. J Mot Behav 37(5):395–403. doi:10.3200/
JMBR.37.5.395-403

Zhai C, Alderisio F, Tsaneva-Atanasova K, Bernardo M (2014) Adap-
tive tracking control of a virtual player in the mirror game. In: 
53rd IEEE conference on decision and control, Los Angeles

http://dx.doi.org/10.1080/00222895.1991.9942039
http://dx.doi.org/10.1080/00222895.1991.9942039
http://dx.doi.org/10.1299/jamdsm.6.1307
http://dx.doi.org/10.1038/srep00959
http://dx.doi.org/10.1080/00222890009601370
http://dx.doi.org/10.3200/JMBR.37.5.395-403
http://dx.doi.org/10.3200/JMBR.37.5.395-403

	Corrective jitter motion shows similar individual frequencies for the arm and the finger
	Abstract 
	Introduction
	Methods
	Participants
	Tracking tasks
	Data analysis
	Jitter frequency
	Co-confident periods
	Accuracy measures
	Relationship of stimulus properties and jitter response
	Statistics

	Results
	Tracking errors varied between trials and effectors
	Participants were able to track some of the motions without jitter
	Dependence of the jitter frequency on the properties of the stimuli
	The jitter frequency is constant across the different effectors

	Discussion
	Acknowledgments 
	References


