Direct measurement of bending conformations in triatomic dihydride ions
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The distributions of bond angles in the triatomic dihydride ion series CH₂⁺, NH₂⁺, and H₂O⁺ have been studied using the Coulomb explosion imaging method. These distributions were measured as a function of the cooling of the internal degrees of freedom of these ions. The distribution for the coldest sample of CH₂⁺ molecules shows the most probable structure to be bent with substantial tunneling through linear configurations. The most probable geometry for NH₂⁺ was found to be linear, though the angular distribution is significantly different from a shape of a harmonic-oscillator ground-state prediction. In the case of H₂O⁺, we find a bent structure as expected from theory. Evidence for a linear excited state in H₂O⁺ is seen in the hotter distributions. Comparison to the adiabatic theoretical predictions shows good agreement with the most probable geometries. However, the measured distributions are systematically wider than the squared vibronic wave functions derived from the corresponding potential-energy surfaces. [S1050-2947(97)05308-0]
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I. INTRODUCTION

Most of our existing experimental knowledge of gas-phase molecular structure comes from various gas-phase spectroscopic methods which measure differences between eigenvalues. The nuclear geometry is then fitted to these measured eigenvalue separations using a model Hamiltonian. This traditional and highly successful method is the basis of most of our understanding of the structures of small polyatomic molecules. It is believed to be especially accurate for rigid molecules, where the model predicts only minimal nuclear excursions from the fitted equilibrium geometries. A different approach to the experimental study of molecular structure is the Coulomb explosion imaging (CEI) technique, which samples the nuclear distribution within small molecules [1] and is particularly sensitive to molecular states exhibiting large-amplitude nuclear displacements from equilibrium.

In an ideal CEI experiment, the binding molecular electrons are instantly (on a time scale which is short compared to characteristic nuclear motions) stripped away, leaving a group of positively charged atomic fragments. The potential energy stored in this highly charged system is rapidly converted to kinetic energy of the fragments which move in a Coulomb interaction potential. By simultaneously measuring the asymptotic velocity of each molecular fragment, the original nuclear configuration of the molecule at the instant before the electrons were stripped can be deduced. This is a direct and model-independent method which yields the fully correlated many-body nuclear density distribution in an ensemble of molecules. While such experiments are generally insensitive to eigenvalues, those distributions are instead directly related to eigenfunctions, and thus provide a complementary source of molecular structure information. It is thus interesting to question the compatibility of these two approaches, namely, the spectroscopic method and the CEI method to molecular structure. In an effort to address this question directly, we have investigated the bending degree of freedom within several triatomic dihydride ions.

Triatomic molecules with relatively low potential barriers to linearity provide an excellent opportunity to study large-amplitude vibrations. Such “quasilinear” systems have been challenging to experimental and theoretical techniques alike. This is particularly evident when the bending amplitude becomes so large that no choice of coordinate systems allows simple separability of motions which is central to conventional descriptions of molecular vibrations. The series of light dihydride ions (CH₂⁺, NH₂⁺, H₂O⁺) provides a particularly interesting test of such phenomena since, in their ground states, they span the range of bending motions from the fairly rigid H₂O⁺, for which there have been numerous spectroscopic studies, to the floppy and lesser-known NH₂⁺. In this work, we report results of CEI measurements of these molecules which demonstrate the diversity of such quasilinear bending motions, and compare to both spectroscopic data and theory. In Sec. II, we will review the predictions of ab initio theories for the ground-state structures of these dihydride molecular ions as well as existing experimental results.

II. DIHYDRIDE IONS

The experimental results and the theoretical predictions on the structure of H₂O⁺, CH₂⁺ and NH₂⁺ in their electronic and vibrational ground state are summarized in Table I.
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A. H₂O⁺

Theory predicts that the ground-state electronic configuration for H₂O⁺ correlates with a doubly degenerate linear $^2\Pi_u$ state. The Renner-Teller effect couples the electronic angular momentum to the vibrational angular momentum. This coupling causes a well-known breakdown of the Born-Oppenheimer approximation, since the electronic and vibrational motions can no longer be treated independently. The degenerate linear state splits into two potential-energy surfaces in which the ground state becomes bent $X^2B_1$. The
first excited state $\tilde{A}^2A_1$ remains linear. The barrier where these surfaces meet is $\sim 1$ eV higher than the ground-state minimum [see Fig. 1(a)].

The H$_2$O$^+$ cation plays an important role in astrophysics. It has been observed in several comet tails [2] and in the interstellar media [3]. It has been extensively studied both theoretically and experimentally. We shall mainly review the previous work that has relevance to the ground-state structure, though a more complete literature survey can be found in previous work that has relevance to the ground-state structure. Forney, Jacox, and Thompson [6] studied the vibrational fundamentals of H$_2$O$^+$ (and isotope substituted ions) trapped in a solid neon matrix.

The CEI technique was applied by Zajfman et al. [14] to study the bond angle distribution. The H$_2$O$^+$ ions were created by electron impact on water vapor. The resulting distribution showed evidence of a mixture of both a bent and a linear structure (see [14]). After subtracting a smooth background, assumed to be due to the contribution of the linear state, the data were analyzed in the harmonic approximation and the equilibrium angle was found to be in good agreement with other measurements and theoretical predictions. In the experiment reported here, a source of cold molecular ions has been used and, indeed, this contribution from the linear structure no longer appears.

The modern theoretical studies of H$_2$O$^+$ start with Smith, Jørgensen, and Öhrn [15], Fortune, Rosenberg, and Wahl [16], and the classical paper by Jungen and Merer [17], who included Renner-Teller coupling in their derivation of the $\tilde{A}^2A_1$ and $\tilde{X}^2B_1$ effective bending potentials based on the emission spectrum measured by Lew [18]. More recently ab initio derivations of such potentials were presented [19,20] and the latest calculation of the $\tilde{X}^2B_1$ energy surface by Brommer et al. [4] shows a significant modification of the derivation by Jungen and Merer [17], especially near the linear conformation. In fact, the barrier to linearity was found to be lower by 1301 cm$^{-1}$ than the earlier result.

**B. CH$_2^+$**

The cation CH$_2^+$ is another example of a Renner-Teller molecule. The degeneracy of the $\tilde{2}I_a$ electronic ground state in CH$_2^+$ is removed by vibronic coupling, producing the bent $\tilde{X}^2A_1$ ground state and the linear $\tilde{A}^2B_1$ first excited state. All recent ab initio treatments agree that the bent $\tilde{X}^2A_1$ ground-state potential has a very low barrier at the linear conformation ($\sim 1000$ cm$^{-1}$; see Fig. 1(b)). It is smaller by a factor of $\sim 10$ than the barrier in H$_2$O$^+$. Such a low barrier would allow a finite linear amplitude in the vibrational ground state. It is therefore classified as a quasilinear system.

The infrared spectrum of CH$_2^+$ has been studied experimentally by Rösslein et al. [21]. So far this is the only published spectrum of this molecular ion. They were able to measure transitions of the antisymmetric $\nu_3$ band of CH$_2^+$ and reported $v_0 = 3131.337(14)$ cm$^{-1}$. They concluded that the measured spectrum could be fitted equally well either by a linear or by a bent structure. Our group has previously reported the bond angle distribution for CH$_2^+$, measured using the CEI technique [22]. In Ref. [22], we demonstrated conclusively that the molecule CH$_2^+$ has a bent structure in the ground state.

Carter and Handy [23] studied theoretically the rovibrational levels of the Renner-Teller coupled $\tilde{X}^2A_1$ and $\tilde{A}^2B_1$ states. They used the ground-state potential surface from ab initio calculations by Bartholomae, Martin, and Sutcliffe [24], who predicted $r_e = 1.105$ Å and an equilibrium angle of $\theta_e = 137.9^\circ$. Pople and Curtiss [25] determined the equilibrium structure of CH$_2^+$ at the HF/6-31G* level of theory, and reported a bent structure with $r_e = 1.080$ Å and $\theta_e = 138.7^\circ$. Vibrational frequencies were also calculated and after scaling by 0.89 were found to be $v_1 = 2901$ cm$^{-1}$, $v_2 = 949$ cm$^{-1}$, and $v_3 = 3118$ cm$^{-1}$. These frequencies are in agreement with those previously calculated by DeFrees and McLean [26]. Recently Reuter and Peyerimhoff [27] calculated the potential surfaces and vibronic levels of both ground and excited electronic states. They reported $r_e = 1.094$ Å and $\theta_e = 140.8^\circ$ for the structure of the ground state.
C. \( \text{NH}_2^+ \)

The molecular ion \( \text{NH}_2^+ \), which is isoelectronic with \( \text{CH}_2 \), is another example of a molecule which is expected to exhibit quasilinear behavior. However, unlike the other two molecules considered, \( \text{NH}_2^+ \) has a triplet \( \tilde{X}^3B_1 \) electronic ground state which correlates to a nondegenerate linear state \( ^3\Sigma_g^+ \), and thus is not a Renner-Teller-type molecule. Like \( \text{CH}_2^+ \), however, it is expected to have a very low barrier at the linear conformation. For quasilinear molecules such as \( \text{CH}_2^+ \) and \( \text{NH}_2^+ \), it is generally difficult to distinguish spectroscopically between the linear and bent ground state structures.

Photoelectron studies of \( \text{NH}_2 \) by Dunlavey et al. [28] found that the minimum of the \( \tilde{X}^3B_1 \) ground-state potential and the minimum of the \( ^1A_1 \) first excited state of \( \text{NH}_2^+ \) were separated by 0.99±0.02 eV. They were also able to extract the bending vibrational frequency and found that \( \nu_3 = 840±5 \text{ cm}^{-1} \). Recently Okumura et al. [29] and Kabajd et al. [30] used a frequency difference laser spectroscopic technique to study absorption in the 2900–3500 \( \text{cm}^{-1} \) region. They observed four hot bands as well as the \( \nu_3 \) fundamental band. As in the case of \( \text{CH}_2^+ \), they pointed out that the spectrum they measured could be fitted equally well by a linear or an asymmetric rotor Hamiltonian, and that the large-amplitude bending vibrations prevented them from experimentally determining the molecular structure.

In 1979 Peyerimhoff and Buenker [31] reported on an \( \text{ab initio} \) study in which the potential energy surfaces for the low-lying bending states of \( \text{NH}_2^+ \) were calculated using a multireference double configuration-interaction algorithm. They found that the \( \tilde{X}^3B_1 \) electronic ground state was bent with an angle of \( \theta_0 = 149.6^\circ \). The barrier at the linear conformation for this potential surface was determined to be 390 \( \text{cm}^{-1} \). The zero-point vibrational energy of the bending mode was given as 318 cm\(^{-1}\), which is below the barrier at the linear conformation. This would lead to a maximum in the ground-state vibrational wave function at an angle that is smaller than 180°, as is the case for \( \text{CH}_2^+ \). In the same paper, they also reported on the first two excited singlet states. The \( ^1A_1 \) was found to have a minimum at \( \theta_0 = 107.6^\circ \) at an energy of 1.29 eV above the \( \tilde{X}^3B_1 \) ground state. This separation energy is slightly larger than the value 0.99±0.02 eV found by Dunlavey et al. [28]. The \( ^3B_1 \) state was found to have a minimum at \( \theta_0 = 155.2^\circ \) at an energy of 2.03 eV above the ground state. Jensen, Bunker, and McLean [32] predicted the barrier at the linear conformation of the \( \tilde{X}^3B_1 \) ground state potential surface to be 209 cm\(^{-1}\). They also obtained \( r_e = 1.0338 \text{ Å} \) and \( \theta_e = 153.17^\circ \) for the bond-length and bond-angle equilibrium values. They determined the zero-point energy of the \( \nu_3 \) band to be 290 cm\(^{-1}\). It should be stressed that, for this more recent calculation, the zero-point energy lies above the barrier at the linear conformation [see Fig. 1(c)]. This would lead to a very flat maximum in the ground vibrational state wave function that would peak at an angle of 180°. The recent calculation of the ground-state potential surface in Ref. [33], based on experimentally observed transitions, predicted an even lower barrier at the linear conformation (155 cm\(^{-1}\)). The equilibrium values for the bond length and angle are in agreement with Ref. [32].

III. EXPERIMENT

Molecular structure parameters can be determined accurately by the CEI technique when the molecule studied is prepared in a well-defined state. In earlier CEI experiments the development of a general method to prepare a molecular ion in its ground vibrational state presented a technical challenge. For example, in an experiment which measured the geometry of \( \text{C}_3^+ \) [34], it was determined that the equilibrium structure of the molecule deduced from the data might depend sensitively on the vibrational temperature of the ensemble of molecules studied [35]. In those measurements, a duoplasmatron source had been modified to produce ionization by low-energy electron impact in a low-pressure gas [36]. By adjusting the electron energy so that it was near the threshold for ionization, it was hoped that it would produce relatively cold molecules. This method, however, is limited in general to molecules where the daughter neutrals are structurally similar to the parent neutrals as, for example, the case of \( \text{H}_3\text{O}^+ \) [14].

In general, the conventional ion sources employed in nuclear accelerators produce vibrationally “hot” molecular ions [37,38]. To alleviate the “hot” distribution problem, a new type of ion source was developed for use in the 5-MV Argonne Dynamitron. This source utilizes the principle of vibrational cooling by supersonic expansion [39]. The cation \( \text{He}_2^+ \) was used as an initial test case for this source. In Refs. [39,40], it was demonstrated that this supersonic expansion source produced vibrationally cold \( \text{He}_2^+ \) ions. Since this ion source has been in operation, we have studied many additional diatomic and polyatomic molecular ions, and in all cases have observed significant vibrational cooling. A subsequent improvement in the source was the shielding of the expansion region from electrostatic fields. These fields, which were associated with the electron gun, caused the molecular ions to accelerate relative to neutral particles in the expansion. The ions would then make relatively high-energy collisions with the other constituents in the expansion. The energy transfer in these collisions was in some cases sufficient to cause vibrational excitation. There are several experimental examples of molecular ions that show this type of collisional heating in the data presented here. But, for all the measured species, we also present results for the best cooling conditions of the improved cold source.

The experiment begins with a dihydride molecular ion being created in the cold source and then accelerated to energies \( \geq 250 \text{ keV/amu} \) by the Argonne 5-MV Dynamitron (see Fig. 2). To insure the proper charge to mass ratio, two bending magnets are used to mass analyze the beam and steer it to the CEI beam line. Collimators along the beam line limit the beam divergence to less than 0.17 mrad (full width at half maximum). After collimation, the beam enters a scattering chamber where it is electrostatically pre-deflected to purge it of any contaminants, such as fragments of molecules that have dissociated during flight. After passing through the pre-deflectors, the molecule is stripped of its valence electrons by an ultrathin Formvar target (\( \sim 100 \text{ Å} \) or less [41]).
Thus, within less than $10^{-17}$ s, the Coulomb repulsion dominates the Coulomb explosion giving a much larger $V_{\text{proton}}$ for this case of the final velocity vector is extracted for each fragment. In the detection of molecular fragments. This enabled an unambiguous identification of the molecules within the beam.

Downstream of the target, at a distance of $\sim 6$ m, two large-area multiwire position and time sensitive detectors (MUPPATS [43] and SAM [44]) detected the fragment ions in triple coincidence. In this experiment, fragments from the $\text{XH}_2^+$ molecules were post-deflected so that the light ions $\text{H}^+$ were directed toward MUPPATS, and heavy ions $\text{X}_{n^+}$ (where $n=1,2,3,4,\ldots$) were directed toward SAM. Post-deflection not only directs the beam to the proper detector, it also spatially separates the charge states of the heavy ion on the surface of the SAM detector. This allows the analysis of each event according to the charge state of the heavy ion.

From the position and relative time measurements, the final velocity vector is extracted for each fragment. In the case of the $\text{XH}_2^+$ molecules, we transform the velocities from the laboratory frame of reference to a frame in which the heavy ion ($\text{X}$) is located at the origin. A “velocity-space” ($V$-space) bond angle $\theta_v$, which is the angle between the two proton velocity vectors measured relative to the heavy ion, is then extracted from the data.

A. $R$-space analysis

For obtuse bond angles, the $V$-space angle $\theta_v$ is closely related to the more familiar internal coordinate ($R$-space) bond angle $\theta_r$. A typical example is given in Fig. 3, where the mapping of $\cos \theta_v$ to $\cos \theta_r$ in the case of an ideal Coulomb explosion (i.e., pure Coulombic repulsion and no target effects) of $\text{NH}_2^+$ is shown. The line $\cos \theta_v = \cos \theta_r$ has been added for comparison. For small $R$-space angles the proton-proton repulsion dominates the Coulomb explosion giving a much larger $V$-space angle $\theta_v$. However, for the region where $\theta_v > 100^\circ$, the proton-proton interaction is relatively weak, and the difference between $\theta_v$ and $\theta_r$ is quite small.

Therefore, for quasilinear molecules (such as $\text{CH}_2^+$ and $\text{NH}_2^+$), $\theta_v$ is a good zero-order approximation for $\theta_r$. This allows an intuitive impression of the final results by inspection of the raw angular distribution data. In any case, for bend angles $\theta_v > 50^\circ$ a unique interpretation of the data is possible.

In order to allow for a quantitative structural interpretation of the CEI results and deconvolution of experimental smearing effects, a Monte Carlo simulation of the CEI experiment has been developed [45,46]. The simulation takes into account the Coulomb interaction, the interaction with the atoms in the target, resolutions of the detectors, and other experimental effects. Given an initial density distribution of molecular coordinates in $R$ space it provides the corresponding distribution of $V$-space density which can be compared to the experimental data. The estimation of the original $R$-space distribution and the propagation of the statistical errors from the measurement in $V$ space were performed by a specially developed procedure which has been described elsewhere [47]. The following is a brief description of its application to
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the present problem. For a deeper insight into this data representation and deconvolution method the reader is referred to Ref. [47].

(1) The $V$-space bond-angle distribution density function of the measured angle $f(x_v)$ (where $x_v = \cos \theta_v$) was expanded by a set of specially chosen orthogonal functions $f_k'(x_v)$ as

$$f(x_v) = \sum_k f'_k(x_v).$$

(1)

The expansion functions, $f'_k(x_v)$ were orthonormal such that

$$\int f'_k(x_v)f'_l(x_v) \, dx_v = \delta_{kl};$$

(2)

therefore, the coefficients $[f'_k]$ and their covariance matrix $\text{cov}([f'_k],[f'_l])$ were estimated directly from the data:

$$[f'_k] = \frac{1}{N} \sum_{a=1}^N f'_k(x_v^{(a)})$$

(3)

and

$$\text{cov}([f'_k],[f'_l]) = \frac{1}{N} \sum_{a=1}^N [f'_k(x_v^{(a)}) - [f'_k]][f'_l(x_v^{(a)}) - [f'_l]].$$

(4)

where the summation is on the sample of $N$ measured events. The result is a full functional representation of the data which consists of a relatively small number of coefficients and their correlated errors. In addition, the functions $f'_k$ are modified by an orthogonal transformation which diagonalizes $\text{cov}([f'_k],[f'_l])$. This results in a set of new functions $f_k(x_v)$ and new coefficients $[f_k]$ with uncorrelated errors. This is a faithful representation of the measured data which replaces the more conventional method of representing such data by a histogram.

(2) The distribution of the $R$-space coordinate $x_r = \cos \theta_r$ was also expanded by another orthonormal set of functions,

$$g(x_r) = \sum_l [g_l]g_k(x_r),$$

(5)

where the coefficients $[g_k]$ were to be found by an iterative procedure. At the starting point of this procedure we assumed that the $R$-space distribution $g(x_r)$ is equal to the $V$-space distribution $f(x_v)$.

(3) Given $g(x_r)$ and the theoretical values for the equilibrium bond lengths, the Monte Carlo simulation of CEI was used to compute the corresponding $V$-space distribution. This process produces an ensemble of simulated molecules in $V$ space which are treated, like in step (1) above, as simulated measured data. It yields a set of coefficients $[f_k]$ and a set of corresponding uncorrelated errors. In general, these are not equal to $[f_k]$. Symbolically

$$[g] \Rightarrow \text{simulations} \Rightarrow [\hat{f}].$$

(6)

We also calculated the linear deviations

$$[g] + \delta[g] \Rightarrow \text{simulations} \Rightarrow [\hat{f}] + \delta[\hat{f}].$$

(7)

which yields the transformation matrix

$$J_{k,l} = \frac{\partial \hat{f}_k}{\partial \hat{f}_l}.$$

(8)

(4) Then the $R$-space distribution function was corrected by

$$\Delta[g] = J^{-1}([f] - [\hat{f}]).$$

(9)

and steps (2)–(4) were repeated iteratively a few times (typically three or four times) until convergence was achieved in the sense that $([f] - [\hat{f}])$ was of the order of the experimental statistical error.

(5) Error propagation. The functions $g_k(x_r)$ were specially chosen by the use of orthogonal transformations such that the transformation Jacobian $J$ had a diagonal form. As we already emphasized in step (1), the error matrix of the coefficients $[f_k]$ has been diagonalized. Therefore, the propagation of the statistical error to $R$ space could be obtained by simple matrix inversion as in Eq. (9).

The final result of the iterative inversion method was a set of uncorrelated coefficients and their associated errors. Any expectation value of the $x_r$ variable in $R$ space can be extracted from the generated density with the appropriate experimental error. In particular, the $R$-space density is given by a linear combination of a set of specified orthogonal functions $g_k(x_r)$ with coefficients $[g_k]$ and associated uncorrelated errors $\sigma_{[g_k]}$.

IV. CEI OF H$_2$O$^+$

The molecular ions were produced by electron impact on neutral H$_2$O in two types of ion sources: a low-energy electron-impact source and a supersonic expansion source with argon as a buffer gas. In the latter case, water vapor was introduced into the ion source reservoir tank in the following manner. The tank was evacuated and then opened to atmosphere through a tube which contained a moist sponge filter. As air was drawn through the tube, it was humidified by the sponge. After this process was complete the tank was filled with 80 psig of Ar. Using the vapor pressure of water, the concentration of H$_2$O in Ar was estimated to be 0.4%. The ions were then extracted and accelerated to an energy of 4.235 MeV. In these experiments a 0.6 $\mu$g/cm$^2$ (60 Å) Formvar target was used [41].

Figure 4 shows three $V$-space bond angle probability distributions of H$_2$O$^+$ taken with various ion source conditions. The distribution is histogrammed as a function of $x_v = \cos \theta_v$ (rather than $x_r$) because the phase space available to the molecule for the bending vibration is singular at $\theta_v = 180^\circ$, and the probability therefore shrinks to zero at that point. For all of the results presented here, the charge of the detected oxygen ion was $q = +4$. However, we also investigated $q = +3$ and $+5$, and verified the insensitivity of the final result ($R$-space distribution) to the heavy ion charge state. In all cases, the variations with charge state were completely accounted for by the Coulomb explosion kinematics [14].

The distribution in Fig. 4(a) was obtained using the super-
sonic expansion source without electrostatic shielding. As mentioned previously, in the absence of shielding, stray fields created in the interaction region by the electron gun cause ion collisions to occur and heat the beam. The two most prominent features of this distribution are its large width when compared to Figs. 4(b) and 4(c), and the local maximum at \( x_v = -1 \) (\( \theta_v = 180^\circ \)).

The distribution in Fig. 4(b) was taken with a modified Duoplasmatron ion source [14]. A retarding grid was installed in front of the filament [36]. This had the effect of producing a narrow electron kinetic-energy distribution with a mean energy comparable to or just above the ionization threshold of the molecule of interest. Since the Franck-Condon factors for a transition from the neutral ground vibrational state of \( \text{H}_2\text{O}^+ \) to the ionic ground vibrational state are extremely favorable (\( F_0 = 0.85, F_1 = 0.15, \) and \( F_n = 0 \) for \( n > 1 \) [48]), it was expected that this source would produce ions mainly in the ground vibrational state. The distribution in Fig. 4(b) is evidently colder than the one in Fig. 4(a), as can be seen by the lower probability density at \( 180^\circ \) and the reduced width of the main peak.

The coldest probability density distribution taken with the shielded supersonic expansion source is shown in Fig. 4(c). The energy of the ionizing electrons was \( \sim 200 \) eV. The stagnation pressure and temperature were \( \sim 700 \) Torr and \( \sim 300 \) K. In this measurement the electrostatic fields due to the electron gun were shielded and did not affect the expansion. In comparison with Figs. 4(a) and 4(b), there is a dramatic reduction in the probability density at \( 180^\circ \) and the width of the distribution is significantly decreased.

Following the discussion in Sec. III A, we used Eq. (1) to create a functional representation of the data. We expanded Eq. (1) by an orthogonal set of functions in the form of Gaussian weighted polynomials \( P_n(x_v) \):

\[
f_k(x_v) = P_k(x_v) \exp \left( -\frac{(x_v - x_0^k)^2}{2\sigma_v^k} \right).
\]

The fixed parameters \( x_0^k \) and \( \sigma_v^k \) were chosen to minimize the needed number of functions \( f_k \) (see below).

The solid lines in Fig. 4 are results of the fitted distributions using three functions in the expansion. We verified that the contribution of additional terms to the expansion was less than the statistical error. Figure 4(c) compares the properly normalized fits from the three distributions. The reduction in probability density at \( 180^\circ \) along with the decrease in width can be understood in terms of the two lowest electronic states of the molecule: the linear \( A^2\Pi_1 \) state and the bent \( \tilde{X}^2\Sigma_1 \) ground state.

The probability distribution \( g(x_r) \) for finding the \( R \)-space H-O-H angle \( \theta_r \) in the measured ensemble was extracted using the coldest data set and the prescription given above. The coefficients and errors, as well as the definitions of the functions \( g_k(x_r) \), are given in Table II. This should enable the reader to reproduce \( R \)-space distributions together with the corresponding error limits. The resulting \( R \)-space distribution is presented in Fig. 5 within error limits. The dashed line in Fig. 5 represents the square of the vibrational ground-state wave function associated with the bending motion in the electronic ground state. This theoretical prediction was based on \textit{ab initio} calculations of the potential surface given by Brommer et al. [4]. The wave function was obtained using the Hamiltonian by Carter and Handy [23] in terms of internal coordinates. The OH bond lengths were assumed to be constants. The \( V \)-space distribution function \( \tilde{f}(x_v) \) that results from the deconvoluted \( R \)-space distribution is compared to the measured data in Fig. 6. Figure 6(a) presents the distribution function of the measured data within one standard deviation error limits. Figure 6(b) shows the difference between the distribution that is a result of the simulation and the measured distribution in Fig. 6(a). In this representation the measured distribution error limits are described by the shaded curve. This consistency check of the minimization procedure shows very good agreement.

V. CEI OF \( \text{CH}_2^+ \)

The results of the \( \text{CH}_2^+ \) measurement by CEI have been published recently [22], and we quote here the main results of that work to complete the picture of the \( X\text{H}_2^+ \) series. The \( R \)-space distribution is reanalyzed here by the method described above. In addition, the error propagation to \( R \) space is presented.

Different ion source conditions demonstrated different de-
TABLE II. The bending angle distribution of H$_2$O$^+$, CH$_2^+$, and NH$_2^+$ is given in the uncorrelated-error representation: \( g(x_r) = \sum [g_n(x)]g_n(x_r) \). The representation functions are of the form \( g_n(x_r) = P_n(x_r)\exp - (x_r-x_0)^2/2\sigma_x^2 \), with \( P_n(x_r) = \sum p_n^{k=1}x_r^k \). The uncorrelated coefficients \( [g_n] \) are listed with the corresponding standard deviation \( \sigma_{[g_n]}^a \). The fixed parameters \( \sigma_x \) and \( x_0^a \) are also specified.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( [g_n] )</th>
<th>( \sigma_{[g_n]} )</th>
<th>( P_n^{k=0} )</th>
<th>( P_n^{k=1} )</th>
<th>( P_n^{k=2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2744</td>
<td>0.0047</td>
<td>0.8463</td>
<td>0.015867</td>
<td>-0.906916</td>
</tr>
<tr>
<td>2</td>
<td>0.0253</td>
<td>0.0038</td>
<td>0.025915</td>
<td>-1.0616</td>
<td>0.0094236</td>
</tr>
<tr>
<td>3</td>
<td>-0.45230</td>
<td>0.00048</td>
<td>-0.36094</td>
<td>-0.040954</td>
<td>-0.557096</td>
</tr>
</tbody>
</table>

\( \sigma_x = 0.2490 \)

\( x_0^a = -0.2885 \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( [g_n] )</th>
<th>( \sigma_{[g_n]} )</th>
<th>( P_n^{k=0} )</th>
<th>( P_n^{k=1} )</th>
<th>( P_n^{k=2} )</th>
<th>( P_n^{k=3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.316</td>
<td>0.014</td>
<td>-4.0777</td>
<td>60.199</td>
<td>-176.78</td>
<td>131.14</td>
</tr>
<tr>
<td>2</td>
<td>-0.166</td>
<td>0.010</td>
<td>-1.7423</td>
<td>-7.6967</td>
<td>79.116</td>
<td>-85.561</td>
</tr>
<tr>
<td>3</td>
<td>0.7522</td>
<td>0.0047</td>
<td>2.1202</td>
<td>-24.310</td>
<td>116.87</td>
<td>-140.55</td>
</tr>
<tr>
<td>4</td>
<td>-0.9506</td>
<td>0.00051</td>
<td>-0.54527</td>
<td>-10.0</td>
<td>46.497</td>
<td>-68.129</td>
</tr>
</tbody>
</table>

\( \sigma_x = 0.3568 \)

\( x_0^a = -1 \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( [g_n] )</th>
<th>( \sigma_{[g_n]} )</th>
<th>( P_n^{k=0} )</th>
<th>( P_n^{k=1} )</th>
<th>( P_n^{k=2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.304</td>
<td>0.020</td>
<td>4.639</td>
<td>-57.079</td>
<td>111.13</td>
</tr>
<tr>
<td>2</td>
<td>0.988</td>
<td>0.010</td>
<td>0.40423</td>
<td>31.56</td>
<td>-121.46</td>
</tr>
<tr>
<td>3</td>
<td>-1.2565</td>
<td>0.0014</td>
<td>-1.9546</td>
<td>16.9</td>
<td>-78.674</td>
</tr>
</tbody>
</table>

\( \sigma_x = 0.2226 \)

\( x_0^a = -1 \)

The error of the distribution function \( g(x_r) \) within one standard deviation is given by \( (\Delta g(x_r))^2 = \sum (\sigma_{[g_n]}^a)^2 g_n^2(x_r) \).

degrees of cooling [22] of the CH$_2^+$ molecules. The most efficient cooling was achieved by utilizing the shielded supersonic expansion source with 0.5% CH$_4$ seeded in Ar buffer gas. The stagnation pressure was 760 Torr, and the energy of the ionizing electrons was ~200 eV. The extracted ions were accelerated to an energy of 3.9 MeV and impinged on a 0.6μg/cm$^2$ Formvar target. The measured angular distribution is presented in Fig. 7 as a function of the \( V \)-space coordinate \( x_r = \cos\theta_r \). This distribution is of only those events where the carbon ions left the foil with a charge state \( q = +3 \). These events constituted 57% of the whole data set. Other less populous charge states of the carbon ion were analyzed as well, and showed no statistically significant trends beyond the simple Coulomb force effects [22]. We note that from the raw data shown in Fig. 7 and in view of the previous discussion of Fig. 3, it is evident that the CH$_2^+$ molecule has a bent equilibrium structure. The solid line in Fig. 7 represents the analytical density distribution fitted to the data. Similar to the H$_2$O$^+$ case, we used the expansion in orthogonal functions of the form given by Eq. (10). Here, we used four terms in the expansion and defined \( x_r^a = -1 \) (\( \cos\theta_r^a = 180^\circ \)). The expansion functions and coefficients of the corresponding distribution in \( R \) space are presented in Table II. The probability function \( g(x_r) \) is shown in Fig. 8.

The data show that CH$_2^+$ is bent in its ground state, though there is significant tunneling through the linear conformation. The theoretical prediction for the rovibronic ground state (dashed line in Fig. 8) shows similar features, though the width is significantly smaller. This distribution was obtained from the \textit{ab initio} potential surface of Ref. [23]. The consistency of the extracted \( R \)-space distribution with the data is presented in Fig. 9, where the measured distribution from Fig. 7 is shown within error limits [Fig. 9(a)] and compared to the \( V \)-space distribution simulated directly from the revealed \( R \)-space distribution [Fig. 9(b)].

VI. CEI OF NH$_2^+$

In this experiment, cold NH$_2^+$ ions were created in the terminal of the Dynamitron using the "cold" supersonic expansion source. The stagnation pressure of the expansion was ~760 torr, and the energy of the ionizing electrons was
FIG. 5. The extracted $R$-space distribution of $\cos(\theta_r)$ for $\text{H}_2\text{O}^+$ is shown within one standard deviation error limits. The dashed line is a theoretical prediction (Ref. [4]).

$\sim 200$ eV. For this experiment a mixture of 0.6% NH$_3$ and 99.4% Ar was used. The ions were extracted from the ion source and accelerated to an energy of 3.9 MeV. The molecules were stripped of their valence electrons by a 0.6-$\mu$g/cm$^2$ Formvar target.

Again, the ion source was used in two operating modes: shielded and unshielded. As was the case with the previous two molecules, the absence of shielding in the ion source caused relatively high-energy collisions to occur due to stray electric fields in the expansion region. Figure 10 shows the two experimental $V$-space bond angle probability distributions (points with error bars) of NH$_2^+$. The data are histogrammed as a function of $\cos\theta_u$. Figure 10(a) shows the “hot” distribution (unshielded source) which is prominently wider than the “cold” distribution in Fig. 10(b). Expansion functions of the form of Eq. (10) were used in this case as for the other molecules. Here three terms were enough to give a statistically sufficient functional representation of the data. The functional representation appears in Fig. 10 as solid lines. In Fig. 10(b) we compare the cold distribution function (solid line) to the hot (renormalized) distribution which is shown with a dashed line.

The probability function $g(x_v)$ for finding the H-N-H angle in the coldest measured ensemble was extracted using the same method employed previously (Fig. 11). The theoretical prediction (dashed line in Fig. 11) is based on the potential given in Ref. [33]. A simulated function $f(\theta_v)$ is produced from an initial $R$-space distribution $R(\theta_r)$, and is directly compared to the data in Fig. 12.

VII. DISCUSSION

As mentioned above, the CEI measurements presented in this study sample observables which differ from those normally probed by traditional spectroscopies, although both study identical quantum systems. The adiabatic approximation supplies a particular model by which one can predict eigenvalues (which can be investigated spectroscopically), as well as eigenfunctions. The latter are closely related to CEI measurements. Below we review the relation of such predictions to the experimental data.

Comparison of the experimental $R$-space results with the theoretical ground-state densities as shown in Figs. 5, 8, and 11 reveals two trends. First, the most probable bond angles found in the CEI experiments are in fair agreement with the vibrational ground states predictions in all three cases examined. A detailed comparison is given in Table III. In contrast, the experimental distributions appear to be broadened, showing widths which are systematically larger than theory. To demonstrate how systematic is the broadening, Fig. 13 shows the normalized 0.4 (for example) power of the theoretical distributions versus the measured distributions for all the three species studied. These artificial “agreements” substantiate the regularity of the broadening. Moreover, it suggests that the different broadening in the three studied cases are correlated by some mechanism.

We now consider several possible sources of this apparent widths discrepancy. The most obvious explanation would be thermal or other types of excitation of the ensemble of molecules sampled in the experiment. The low-lying adiabatic potential surfaces of the molecules under study here are shown in Fig. 1. If the cooling method is less effective than is expected, then the measured ensembles of molecular ions would not necessarily be in the vibrational ground state, causing the width of the measured distributions to be larger.
There are several reasons to suspect that this argument is invalid.

(a) A common feature of all of the relevant potentials (Fig. 1) is the strong asymmetry. The potentials are shallower toward the linear conformation, and rise steeply at smaller angles. Consequently, for molecules with bent equilibrium geometries, the presence of excited vibrational states within the measured ensembles should shift the most probable conformations toward that linear shape. This is indeed evident in the measured “hot” distributions of H$_2$O$^+$ [see, e.g., Fig. 4(c)] and CH$_2^+$ (see Ref. [22]), where the thermal broadening is asymmetric and shifts the most probable value toward the linear conformation with increasing temperature. A very different behavior is exhibited by the “cold” data, and is described below.

The most convincing argument against admixture of vibrationally excited states is found in the CEI measurement of CH$_2^+$. The deviation of the depth of the observed minimum at the linear conformation (see Fig. 8) from the theoretical curve allows only a gentle admixture of the first vibrationally excited state (for a start, assume only $K=0$ excited states, these are above the barrier). This is demonstrated in Fig. 14, where distributions with different admixtures of the theoretical ground state and the first excited state are compared with the measured data. While the minimum at the linear conformation is filled with any slight admixture of the excited state, the small-angle tail [$\cos(\theta_e) > -0.6$] hardly broadens. As mentioned above, this is due to the asymmetry of the theoretical potential. Reiterating, the shown admixtures hardly explain the deviation of the observation from the theory on the right side of the peak. In a Renner-Teller case, any vibrational excitation should admix strongly the linear conformations. Therefore, the above use of the $K=0$ first excited state in the lower branch electronic ground-state potential must be an underestimate of the linear conformation density.

To conclude, the clear and significant measurement of a minimum at the linear conformation points to other reasons for the broadening of the angular distribution than due to a rotational-vibrational excited ensemble.

A similar argument, although less straightforward, is given for the cold NH$_2^+$ CEI data as follows. Up to an additive constant, the potential energy curve in Fig. 1(c) can be recovered from the theoretical distribution (the dashed line in Fig. 11) by the use of the Hamiltonian $[23]$. We refer to this mathematical process as the “effective-potential recovery.” If the effective-potential recovery is artificially performed on a theoretical density distribution which is slightly admixed with the first excited state, then the small barrier at the linear conformation starts vanishing. This property is shown in Fig. 15 for different admixtures. Now the effective-potential recovery can be performed on the density given by the CEI data with its associated experimental error. This is shown by the two dashed lines in Fig. 15. As can be seen in this figure, the experimental positive effective barrier at the linear conformation is highly significant, allowing only a small admixture of the first excited state. Yet the experimental effective potential for angles which are smaller than 150° is by far too shallow compared with any of the shown theoretical effective-potentials. This reflects the broad density function which is inconsistent with the possible vibrational excitation within the theoretical potential $[33]$. Caution should be exercised not to relate the eigenenergies from these artificial effective potentials to spectroscopic results. The use of effective potentials here is only a mathematical tool for comparing the densities. Again, as in the CH$_2^+$ case, the possible theoretical admixture of excited states which might agree with the data at the linear conformation is far from being consistent with the smaller angles data.

For the cold H$_2$O$^+$ data, we find that the most probable angle shifts toward smaller angles than the theoretical pre-
diction (see Fig. 5). As discussed above, this is in contrast to the expectations of warm distributions. Nevertheless, a best fit to the experimental data (corresponds to Fig. 7) is plotted within one standard deviation error limits. In (b) the error bands are enhanced and represented by a shaded area. The difference between the two distributions \[ \Delta P = f(x_v) - \hat{f}(x_v) \] appears as a solid line.

It is difficult to accept that only CH$_2$+ and NH$_2$+ ions are cooled by the supersonic ion source, while the H$_2$O$^+$ ion comes from the same ion source at \( \approx 2000 \) K for, at least, the following reason. The production of CH$_2$+ involves breaking of two hydrogens from CH$_4$. Similarly, the production of NH$_2$+ involves breaking a hydrogen from NH$_3$. Why should a simple electron ionization of H$_2$O with a favorable Franck-Condon coefficient for the ground state create such a high excitation?

(b) The \textit{ab initio} potentials (Fig. 1) exhibit major differences in the heights of the barriers at the linear conformations for the different species as well as different positions of the minima. Yet the systematic “spreading” of the widths (Fig. 13) is independent of such details. It is thus improbable that an accidental effective temperature could be found in these three different cases which could meet the regularity of the spreading.

What about the CEI method \textit{per se}? Should we really expect to observe a zero-point vibrational structure in CEI? As we have previously shown [46], the comparatively large-scale nuclear motions in such relatively low-frequency bending vibrations are all well within the resolution limits of these experiments and, under realistic conditions, we should be able to observe zero-point vibrations. Two particularly relevant cases are worth further mention. Previous experiments with He$_2$+ and C$_2$H$_2$+ both demonstrated good agreement between CEI results and \textit{ab initio} theory. In the case of He$_2$+, it was demonstrated that one could vibrationally cool an ensemble of molecules and observe zero-point vibrations for a high-frequency stretching motion [39,40]. In the case of C$_2$H$_2$+ (and the deuterated species), the results showed a linear equilibrium geometry with bending frequencies (i.e.,

FIG. 9. A comparison between the measured bend angle distribution of CH$_2$+ and the result of the Monte Carlo simulation of the extracted R-space distribution. In (a) the distribution function fitted to the experimental data (corresponds to Fig. 7) is plotted within one standard deviation error limits. In (b) the error bands are enhanced and represented by a shaded area. The difference between the two distributions \[ \Delta P = f(x_v) - \hat{f}(x_v) \] appears as a solid line.

FIG. 10. The experimental V-space probability distributions for the bend angle of NH$_2$+ are shown for two different cooling conditions. The hotter distribution is shown in (a), and the coldest one in (b). The solid lines are the fitted analytical distribution functions. The dashed line in (b) is the same as in (a) (normalized to the same integral) for comparison.

FIG. 11. The extracted R-space distribution of \( \cos(\theta_r) \) for NH$_2$+ is shown within one standard deviation error limits. The dashed line is a theoretical prediction (Ref. [33]).
distribution widths) in good agreement with theory [14].
Clearly, under some circumstances, the method appears to result in distributions which are consistent with the adiabatic description of structure.

**TABLE III.** The most probable bending angles $\theta_m$ of H$_2$O$^+$, CH$_2$$^+$, and NH$_2$$^+$ as measured by CEI. The theoretical predictions are listed for comparison. All angles are given in degrees.

<table>
<thead>
<tr>
<th></th>
<th>H$_2$O$^+$</th>
<th>CH$_2$$^+$</th>
<th>NH$_2$$^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\cos \theta_m$</td>
<td>-0.291±0.003</td>
<td>-0.814±0.004</td>
<td>-1.000±0.002</td>
</tr>
<tr>
<td>$\theta_m$</td>
<td>106.9±0.2</td>
<td>144.5±0.4</td>
<td>180.0−3.6</td>
</tr>
<tr>
<td>$\theta_e$</td>
<td>109.3</td>
<td>142.6</td>
<td>153.78</td>
</tr>
</tbody>
</table>

$^a$The theoretical angle $\theta_m$ was obtained from the ground state of the rovibrational Hamiltonian [23] with a potential surface from the cited reference (see Figs. 5, 8, and 11).
Could our classical trajectory treatment in the simulation of the CEI process be the source of discrepancy? In particular, for the case of H$_2$O$^+$, is it conceivable that quantum tunneling effects (e.g., populating the classically unallowed region in V space in Fig. 3) which are ignored in the classical trajectory treatment of the CEI process, could be strong enough to explain the results? A theoretical test of such a possibility was carried out for H$_2$O$^+$ [49], with the conclusion that, for this specific case, the quantum effect does not alter the width.

From these considerations, we can only conclude that we observe a true broadening in the measured bond-angle distributions which is inconsistent with the effective Hamiltonian picture generally employed in spectroscopic descriptions. While such treatments are highly successful in describing rovibrational spectra (and CEI results for fairly rigid linear geometries such as C$_2$H$_5^+$ [14]), we are apparently mistaken in attempting to extend the resulting adiabatic potential energy surfaces to describe the detailed nuclear densities for these large-amplitude bending motions. These results suggest that a more extensive treatment will be necessary to deduce accurate molecular wave functions for such bent geometries.

**VIII. CONCLUSIONS**

Apparently, some of the conclusions of the present work are incompatible with the current, well developed, molecular structure theory and gas-phase spectroscopy. Nevertheless, it is important to emphasize those controversial conclusions for the benefit of future scientific discussions which might result a better apprehension of the CEI method and its possible impact on molecular physics.

1. The most probable angle in each of the three studied molecules agrees fairly well with the available theoretical predictions. This work provides the first experimental determination of the CH$_2^+$ and NH$_2^+$ most probable angles. These results were not deduced by the past analysis of gas-phase spectroscopical experiments. It is believed that the information presented here will allow refinement of spectroscopical analysis of these systems.

2. The CEI measurements presented here yield wider angular distributions than the theoretical predictions of vibrational ground states. Moreover, neither theoretical predictions assuming excited ensembles are compatible with the widths of experimental angular densities presented here. It is important to realize that the CEI method is so far the only direct method for observing such detailed densities.

3. Although currently we have no understanding of the origin of the wider distribution, it is important to note that there is a common power law that relates the observed distributions to the vibrational ground-state theoretical predictions. Understanding of the origin of this regularity as well as the broadening may elucidate on either the CEI as a method or on our view of molecular structure.
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