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Circadian clocks are cell-autonomous oscillators that are present in most cells
of the body and temporally coordinate their function. Alignment of cellular
clocks with each other and the environment is mediated mostly through blood
borne signals. Although serum is a potent resetting signal for circadian clocks,
the underlying intracellular molecular underpinnings are largely unknown.
Here, we employ Circa-SCOPE, a high-throughput single-cell method for
constructing Phase Transition Curves (PTCs), to classify intracellular signaling
pathways and clock-components that participate in clock resetting by serum.
We identify steroid hormone, including sex-hormone receptors as key med-
iators of serum-induced phase resetting. Unexpectedly, we discover that Cry2
plays a central role in the response to serum and specifically to steroid hor-
mones, irrespectively of its effect on the clock period-length. Furthermore, we
find that PTCs are largely unaffected by the period-length. Overall, our findings
provide important insight on intracellular determinant of the clock response

to serum.

Circadian clocks are endogenous molecular timekeeping mechanisms
with a period length of ~24 h. These clocks temporally coordinate
myriad behavioral, physiological and metabolic processes with exter-
nal daily rhythms'™. Circadian misalignment is associated with various
pathologies, including sleep disorders, metabolic syndromes, cancer,
and neurodegenerative diseases".

The molecular circadian clockwork is present in most cells of the
body and relies on interlocked negative transcription-translation
feedback loops. The basic helix-loop-helix-PER-ARNT-SIM (bHLH-
PAS) proteins BMAL1 and CLOCK heterodimerize and drive the
expression of the Period (i.e., Perl-3) and Cryptochrome (i.e., CryI-2)
genes. Subsequently, PER and CRY proteins accumulate and repress
the transcription of their own genes. A second feedback loop includes
the orphan nuclear receptors of the REV-ERB and ROR families™®.

The mammalian circadian timing system is structured in a hier-
archical manner and consists of a central pacemaker in the

suprachiasmatic nucleus (SCN) of the brain and peripheral clocks in
most cells of the body. The communication between the central and
peripheral clocks in the rest of the body is vital for maintaining phase
coherence between them. Clocks' alignment throughout the body
relies on various time-signals, many of which are blood-borne
signals’~®. However, the intracellular signaling pathways and the spe-
cific clock components that respond to blood-borne signals and reset
the clock are partially known'®.

The extent and direction that a given stimulus shifts the clock is
dose- and time-dependent. Therefore, a representation of the phase
after the intervention as a function of the phase before the interven-
tion (a.k.a. Phase Transition Curve (PTC)) is necessary to comprehen-
sively depict the resetting effect of the signal". As PTC experiments are
usually low-throughput and labor-intensive, we recently developed
Circa-SCOPE, a method for high-throughput PTC reconstruction based
on single-cell live microscopy™. Hitherto, Circa-SCOPE capacity to
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generate dozens of high-resolution PTCs simultaneously enabled us to
successfully study the clock response to a wide variety of signals either
alone or in combination™*,

As aforementioned, despite the efficient capacity of serum to
reset the clock, several aspects remain uncharted. In particular, which
intracellular signaling pathways are involved, and through which clock
components they act. To address these questions, we employed Circa-
SCOPE and examined the effect of inhibitors of various intracellular
signaling pathways on the capacity of serum to shift the clock. Our
screen provides a quantitative depiction of several known, as well as
unknown, signaling pathways and highlights the role of steroid hor-
mone receptors as key mediators of clock resetting by serum. The
surge in Perl and Per2 expression in response to serum raised the
notion that they are implicated in clock resetting'*. Unexpectedly, our
genetic loss-of-function experiments revealed a prominent role for
Cry2 in mediating the clock’s response to serum, and specifically to
steroid hormones, in cultured cells. We further show that the effect of
Cry2 on clock resetting by serum is independent of its effect on the
clock period length, and that PTCs are largely unaffected by differ-
ences in period length.

Results

Screening for intracellular signaling pathways that are impli-
cated in clock resetting by serum

We and others previously showed that serum acts as a potent phase-
resetting signal®®. To identify intracellular signaling pathways through
which serum resets the clock, we employed Circa-SCOPE and screened
for various inhibitors of signaling pathways in response to rat serum
(Fig. 1). To this end, we employed NIH3T3 cells expressing a dual
reporter system (Nuclear marker: H2B-mCherry, Circadian reporter:
Rev-Erba-Venus) in conjunction with the circadian single-cell oscillators
PTC extraction (Circa-SCOPE) protocol (Fig. 1a, b)"*.

The premise of our pharmacological loss-of-function screen is
that any inhibitor that modulates the PTC of rat serum would implicate
the associated pathway in serum-induced phase resetting. We tested
25 inhibitors as a background treatment for cells that were subse-
quently exposed to rat serum. Out of these, 8 inhibitors significantly
modulated the serum-induced PTC, shifting it from a type-O to a type-1
response (Fig. 1c and PTC profiles alongside their characteristics in
Supplementary Fig. 1a—c, see also Supplementary Data 1-3). The inhi-
bitors with significant effects on the rat serum PTC were 10058-F4 (c-
Myc inhibitor), CH-223191 (aryl hydrocarbon receptor inhibitor),
Cyproterone Acetate (Androgen receptor (AR) inhibitor), GSK2982772
(RIPK1 inhibitor), KN-93 Phosphate (Calmodulin-dependent protein
kinase Il inhibitor), VO-Ophic trihydrate (PTEN inhibitor), CCG-1423
(Rho/MKL1/SRF inhibitor), and Pictilisib (PI3Ka/8 inhibitor).

Interestingly, in addition to the AR inhibitor, two other steroid
hormone receptors, the glucocorticoid and progesterone receptors
(GR and PR, respectively), were previously implicated in clock reset-
ting as their activation through dexamethasone and progesterone,
respectively, elicits a phase response within the nanomolar range'.

Our previous work uncovered an intricate interaction between
different phase-resetting signals”. Given the likelihood that serum
consists a variety of resetting signals, we hypothesized that the effect
of less potent resetting signals, might be masked by the presence of
more potent resetting signals such as corticosterone and potentially
progesterone”. We, therefore, conducted a second screen in the pre-
sence of Mifepristone (MF) as a background treatment. MF is a potent
anti PR, and to a much lesser extent anti GR and AR'. Because MF
blunts the phase resetting effect of rat serum®, we applied a higher
dose of rat serum to obtain a significant PRC and to raise the levels of
potentially less effective compounds (Fig. 1d and PTC profiles along-
side their characteristics in Supplementary Fig. 1d, e). Out of the 25
inhibitors tested in combination with MF, 5 modified the PTC of rat
serum. The treatments varied in their pattern of response and were

grouped as follows: the first group includes inhibitors that rendered
the PTC of rat serum and MF non-significant, namely, blunted the
response, such as Brilanestrant (Estrogen receptor (ER) inhibitor), and
Dorsomorphin (AMPK inhibitor) (Fig. 1d and Supplementary Fig. 1d, e).
The second group consists of inhibitors that enhanced phase resetting
by modifying the PTC of MF and rat serum from type 1 to type-O, thus
antagonizing MF’s effect on rat serum-induced PTC. This group
includes Bosutinib (Src inhibitor), CCG-1423 (Rho/MKLI1/SRF inhi-
bitor), and Pictilisib (PI3Ka/& inhibitor) (Fig. 1d; Supplementary
Fig. 1d, e). Interestingly, when administered with rat serum alone, the
inhibitors Pictilisib and CCG-1423 attenuated the PTC of rat serum,
whereas when added in combination with MF, they potentiated the
PTC of rat serum (Fig. 1c, d). This suggests that these drugs antagonize
MF’s effect on the rat serum-induced phase response.

In line with our previous report, MF as a treatment elicited type-1
PTC (Fig. e, g, h)2. By contrast, the AR or the ER inhibitors (Cypro-
terone Acetate (CA) and Brilanestrant, respectively) did not elicit a
significant effect as a treatment alone (Fig. 1e). When the steroid hor-
mone receptor inhibitors MF or CA were applied as background to rat
serum treatment, they shifted the effect of serum from type-O to type-1
(Fig. 1f-h). By contrast, the ER inhibitor (Brilanestrant) had only a mild
effect on the final phase (Fig. 1f, i). Importantly, triple inhibition of GR
and PR (MF) together with ER (Brilanestrant) completely inhibited
serum-induced phase resetting (Fig. 1f), suggesting that together these
steroid hormone receptors cover the lion’s share of the clock response
to serum.

Taken together, our inhibitor screens identified several com-
pounds (11 of the 25 inhibitors tested) that modulate serum-induced
PTC either alone or in combination with MF. Importantly, two of these
inhibitors, Brilanestrant and CA, target steroid hormone receptors (ER
and AR, respectively), and together with MF (PR and GR inhibitors)
highlight the key role of steroid hormone receptors in clock resetting
by serum.

The cross talk between different steroid hormones in serum-
induced phase resetting

Hitherto, our pharmacological screen identified steroid hormone
receptors (GR, PR, ER and AR) as key mediators of serum-induced
phase resetting (Fig. 1 and Supplementary Fig. 1). Steroid hormones are
broadly grouped to corticosteroids (glucocorticoids and miner-
alocorticoids) and sex hormones (progesterone, androgens, and
estrogens). These lipophilic small molecules bind to their respective
intracellular receptors (e.g., GR, PR, ER, and AR) in the cytoplasm and
shuttle them to the nucleus to transcriptionally regulate a myriad of
cellular functions. To examine whether these steroid hormones reset
the clock through converged or diverged pathways, we set out to test
their interactions in phase resetting.

Previously, we showed that background levels of a resetting signal
(e.g., dexamethasone or forskolin) attenuate the effect of a subsequent
dose of the same signal, and this effect depends on the reactivation of
the same signaling pathway”. For example, background dex-
amethasone treatment attenuated the response to dexamethasone or
corticosterone, consistent with the fact that they both function
through GR activation, but not of forskolin and vice versa”. Similarly,
background treatment with progesterone inhibited the response to
progesterone treatment (Supplementary Fig. 2a, b and Supplementary
Data 5) in a dose-dependent manner. Next, we examined the effect of
background progesterone-treatment on the phase response to dex-
amethasone and found that progesterone inhibited the phase
response of the clock to dexamethasone as well in a dose-dependent
manner (Fig. 2a, b and Supplementary Data 4). Thus, despite acting
through different nuclear receptors, progesterone inhibited clock
resetting by dexamethasone. We cannot exclude the possibility that
the observed effect may reflect receptor desensitization or nonspecific
cross-pathway interference. Alternatively, it may hint that these two
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molecules function through a common nominator, potentially within
the core clockwork.

Cry2 plays a role in serum-induced phase resetting

We and others previously showed that different resetting signals
induce an immediate response in the expression of several core clock
genes'>*"_ Similar to SCN of animals receiving a light pulse’®, a rapid
surge in expression of the clock genes Perl and Per2 was observed in
response to serunt’. This association raised the possibility that Per’s are
implicated in the signaling cascade that elicits the phase shift of the
clock in response to serum. However, hitherto their role was never

02 04 06 08 1
Relative Phase

o

functionally tested. We, therefore, set out to test the function of Per’s
and other clock components in response to serum. To this end, we
performed genetic loss of function experiments by knocking down
different core clock genes using siRNAs and analyzing the PTC in
response to serum (Fig. 3a). We hypothesized that if knockdown of a
core clock component alters the PTC in response to serum, it would
indicate that this component plays a role in conveying the resetting
signal to the oscillator eliciting a phase shift. For obvious reasons, this
approach cannot be applied with the essential clock components of
the positive arm of the feedback loop, which, in their absence, rhyth-
micity is lost in cultured cells (i.e., Bmall and Clock in cultured cells').
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Fig. 1| Screening for intracellular signaling pathways that are implicated in
clock resetting by serum. a Schematic representation of the experimental design.
Briefly, one day following seeding, the culture media was replaced, and background
treatment was administered as applicable. Subsequently, cells were allowed to
desynchronize for three consecutive days. Next, cells were imaged continuously for
a total of 9 days. Midway through the recording period (day 9.5), a treatment (e.g.,
rat serum) was applied to the cells. Images were collected and single-cell rhyth-
micity was assessed before and after the perturbation. Subsequently, the data were
used to construct phase transition curves (PTCs). b Schematic representation of
PTC types. Non-significant, Type 1and O PTCs are colored in gray, purple and green,
respectively, throughout the paper. ¢, d Heatmap representation of the results of
the inhibitor screen for intracellular signaling pathways. ¢ Cells were treated with
various inhibitors of intracellular signaling pathways as background to rat serum
(RS) treatment (0.4%), or d as background together with Mifepristone (MF, 1.25 uM)
to RS (2%) treatment. The heatmaps summarize the classification of PTCs: non-
significant (gray), type-1 (purple) and type-0 (green), with each condition compared
to its corresponding control group, vertically. Inhibitors were supplemented at
100 nM concentration in all cases. (see “Methods” for details on statistical testing of
phase responses; exact P values for response and type-0 can be found in the Source
Data file) (e) PTCs of untreated (UT) control population, or Mifepristone (MF),
Cyproterone Acetate (CA), and Brilanestrant provided as treatment (Tr.) with no
background (Bg.), (n =341, 1402, 1185, 1533 cells respectively). Throughout the

study, each point represents the phases of a single cell. Data are double-plotted for
clarity. Throughout the study, phases are normalized to the corresponding period
length (relative phase units between [0, 1]). Shown as type 1 resetting model curve
1+95% confidence interval, Pink: significant resetting, gray: nonsignificant (P> 0.05)
in bootstrapping test for response (exact P values for response and type-O can be
found in the Source Data). f PTCs of RS-treated (Tr.) cells with either no background
(Bg.), or background of MF, CA, Brilanestrant, MF + CA, MF+ Brilanestrant, or MF+
Brilanestrant+ RS. (n =196, 143, 301, 348, 155, and 159 cells respectively, pink: type 1
resetting model +95% confidence interval, green: type O resetting model + 95%
confidence interval, gray: nonsignificant (P> 0.05) in bootstrapping test for
response; exact P values for response and type-0 can be found in the Source Data
file). g Maximal phase delay (Delay) and advance (Advance) and h the phase of
maximal phase delay and advance, calculated from the type 1 PTCs for MF as
treatment, or RS-treated with MF in background (MF +RS), CA in background
(CA+RS) or both (MF + CA +RS), shown in (e, f). Also included the MF(Bg.)+Brila-
nestrant(Bg.)+RS(Tr.) condition, which showed no significant phase response, for
the sake of presentation. Shown as value + SD, the standard deviation is estimated
from bootstrapping. i The final phase distributions of the presented Type O PTCs,
namely rat serum (RS) without or with Brilanestrant as background (shown in (f)).
(n=196, 348 cells, circular mean + SD, two-sample Watson-Williams test, P < 0.05
in bold). See also Supplementary Data 1-3.
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Fig. 2 | The interaction between dexamethasone and progesterone in phase
resetting. a Increasing doses of progesterone were added in background media,
and then cells were treated with increasing doses of dexamethasone. Depicted are
the PTCs reconstructed from each background-treatment combination. (Dex O nM
n=1031, 885, 708; Dex 2nM n =869, 414, 770; Dex 4 nM n =868, 729, 663 cells;
Pink: type 1 resetting model +95% confidence interval, green: type O resetting
model +95% confidence interval, gray: nonsignificant (P> 0.05) in bootstrapping

test for response; exact P values for response and type-0 can be found in the Source
Data file). b The PTC amplitude (i.e., the absolute difference between maximal delay
and maximal advance) of the different combinations. Value + SD as estimated from
bootstrapping, note that type-0 has maximal amplitude by definition, thus no error
bars are shown. (sample sizes the same as in (a); Full marks, P<0.05 in boot-
strapping test for response as in (a); empty marks, P> 0.05). See also Supplemen-
tary Data 4.
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Fig. 3 | Cry2 modulates serum-induced phase resetting. a Schematic repre-
sentation of the experimental design. Cells were transfected with siRNA treatment
on the second day; media was replaced on the third day. b The relative expression
of different clock genes between siNT (Non-Targeting control) and the specific
siRNA for each of the indicated clock genes as determined by quantitative real-time
PCR. (Mean £ SD; n =3 biological replicates per condition; two-sample two-sided
Student’s ¢ test compared to siNT, P< 0.05 in bold). ¢ Period differences between
siNT and the specific siRNA for each of the indicated clock genes as determined by
Circa-SCOPE before treatment (n =73, 100, 106, 139, and 187 cells, respectively;
two-sample two-sided Student’s ¢ test compared to siNT, P<0.05 in bold; central
circle: median; box: interquartile range (IQR); whiskers: extend to the maximal/
minimal values within the range of +1.5 IQR; circles: outliers). d PTC profiles for siNT
and the specific siRNA for each of the indicated clock genes as determined by Circa-

Sy Sy,
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SCOPE upon treatment with rat serum (RS, 2%). (n =79, 128, 86, 274, and 139 cells,
respectively Pink: type 1 resetting model £95% confidence interval, green: type O
resetting model +95% confidence interval, gray: nonsignificant (P> 0.05) in boot-
strapping test for response; exact P values for response and type-0 can be found in
the Source Data file). e Maximal phase delay (Delay) and advance (Advance) cal-
culated from the presented type 1 PTCs for siCry2 with rat serum. Shown as

value + SD as estimated from bootstrapping. f The phase of the maximal phase
delay (Delay) or advance (Advance) calculated from the presented type 1 PTC for
siCry2 with rat serum. Shown as value + SD as estimated from bootstrapping. g The
final phase distributions of the presented Type-O PTCs in (d). (n =79, 128, 274, and
139 cells, respectively; circular mean + SD, two-sample Watson-Williams test
compared to the siNT +RS). See also Supplementary Data 6.

We, therefore, focused on the negative arm, and successfully knocked
down Perl, Per2, Cryl, and Cry2 (Fig. 3b). In line with previous analyses
in cultured cells, knocking down of Cry2 lengthened the period-length
(Fig. 3¢)". Using Circa-SCOPE, we constructed the serum-induced PTC
in the presence of control non-targeting siRNA (siNT) or the different
specific clock component siRNAs. As expected, serum induced a Type-
0 PTC when treated with siNT (Fig. 3d). By contrast, the PTC of serum
was exclusively altered by Cry2 knockdown, shifting it from Type-0 to
Type-1 (Fig. 3d-f and Supplementary Data 6). Knockdown of the other
targets did not elicit a significant effect (Fig. 3g). We examined the
effect of Cry2 knockdown on Perl or Per2 mRNA expression levels in
response to serum stimulation and found no significant effect on
either Perl1 or Per2 induction (Supplementary Fig. 3). This suggests that

the effect is likely independent on the Per1 or Per2 transcript levels and
is consistent with our observation that knockdown of these genes does
not alter the PTC of serum (Fig. 3d). Notably, Cry2 transcript levels do
not exhibit any immediate response to serum, and its knockdown did
not elicit major effects on the transcriptional response of clock genes
to serum stimulation (Supplementary Fig. 3a, b). This may hint towards
the potential involvement of post-transcriptional mechanisms in the
role of Cry2 in clock resetting by serum.

As noted above, knockdown of Cry2 results in a longer mean
period-length among the population, unlike the other siRNA treat-
ments. It is possible that the effect on the phase response is due to the
shifted period distribution, and not specifically due to Cry2 deficiency.
To exclude this hypothesis, we performed a resampling analysis, where
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Fig. 4 | The effect of period length on the phase response. Data reanalyzed from
ref. 12. PTCs were reconstructed for different doses of rat serum (RS). The source
population (first row) of each dose was divided into two equal subpopulations: one
with periods above the median (second row), and the second one with periods
below the median (third row). Medians were calculated per dose (source

populations n =278, 250, 303, 403, and 398; Pink: type 1 resetting model +95%
confidence interval, green: type O resetting model +95% confidence interval, gray:
nonsignificant (P> 0.05) in bootstrapping test for response; exact P values for
response and type-O can be found in the Source Data file). See also Supplemen-
tary Data 8.

the siNT population was resampled according to the period distribu-
tion in the siCry2 population. The resampled population shows a type-
0 response, comparable with the response in the source population.
Thus, indicating that the period distribution is not sufficient to explain
the phase response attenuation upon Cry2 knockdown (Supplemen-
tary Fig. 4a-c and Supplementary Data 7). The reciprocal analysis,
namely sampling from the siCry2 population to match the siNT dis-
tribution, exhibits type-O response (Supplementary Fig. 4d-f). It is
expected that siCry2 effect on both the period and the phase response
will correlate, and hence short-period cells are also least affected in
terms of PTC strength. Finally, as oscillation amplitude can also affect
resetting strength?’, we also tested whether there are any differences
in amplitude or initial synchrony between Cry2 knockdown and control
and found no significant effects (Supplementary Fig. 5a, b). This sug-
gests that the observed effect of Cry2 on clock resetting is independent
of amplitude or initial phase distribution.

We further corroborated our findings on the effect of Cry2
knockdown on serum-induced clock resetting using the serum
mimetic, B-27, an optimized serum-free supplement. Here again, the
results showed that knockdown of Cry2 alters the PTC, shifting it from
Type-0 to Type-1 (Supplementary Fig. 6a), alongside a longer circadian
period (Supplementary Fig. 6b).

Collectively, our results with serum and serum mimetic suggest
that Cry2 plays a role in serum-induced phase resetting, irrespective of
its effect on the clock period length.

The phase response is largely unaffected by the clock

period length

The effect of Cry2 on serum-induced phase-response (Fig. 3d, e and
Supplementary Fig. 4) was independent of the circadian period. This

prompted us to further explore the potential relationship between the
clock period length and the phase response. To this aim, we reanalyzed
Circa-SCOPE PTC data for a dose-dependent response to rat serum
ranging from type 1 to 0. The PTCs were reconstructed for cells with
period length below or above the median period length of the entire
population. Our analysis shows that overall, the PTC type remained
largely similar between the two groups and the entire population,
apart from the case of 0.25% rat serum with a period shorter than the
median (Fig. 4 and Supplementary Data 8). Similarly, we could not
observe major effects of oscillation amplitude on the PTC (Supple-
mentary Fig. 5¢).

We, therefore, concluded that the period length does not largely
influence the PTC type, further supporting that the effect of Cry2 on
serum-induced PTC is independent of its effect on the circadian
period.

Cry2 regulates phase resetting induced by distinct intracellular
signaling pathways
Our findings that Cry2 regulates the clock response to serum and
serum mimetic raised the question whether the regulation of phase
resetting by Cry2 is pathway-specific or general. To address this, we
examined different resetting signals: dexamethasone, progesterone
and forskolin. These potent phase-resetting signals activate distinct
signaling pathways, namely, GR, PR, and Adenylate Cyclase, respec-
tively. These signaling pathways were also reported to be activated by
serum”?, It is noteworthy that among sex hormones, unlike proges-
terone, which acts as a potent phase-resetting signal, estradiol does
not elicit a significant phase response'.

PTCs were constructed for each compound added as a treatment
to cells pre-treated with siCry2 or siNT as a control (Supplementary
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Fig. 6¢). Remarkably, Cry2 significantly modulated the types of PTCs of
dexamethasone and progesterone, but not of forskolin (Fig. 5a-c, g, h,
and Supplementary Data 9). As expected, knockdown of Cry2 length-
ens the circadian period (Fig. 5d-f). In the case of forskolin, we
observed only a minor effect on the final phase (Fig. 5i).

Lastly, to examine the cell type specificity of Cry2 in clock reset-
ting, we employed wild type (WT) and Cry2 knockout (KO) Bmall-
luciferase reporter human osteosarcoma cells (U20S cells)*. Since to
date Circa-SCOPE is optimized to work only with NIH3T3 cells, we
performed a simplified assay using a single timepoint treatment with
increasing doses of dexamethasone. We observed that Cry2 KO cells
reach their maximal phase shift with a higher dexamethasone dose
compared to WT cells (Supplementary Fig. 7), suggesting that Cry2
modulates the dose of type-0 transition in U20S cells.

We concluded that Cry2 participates in phase resetting induced by
distinct intracellular signaling pathways such as steroid hormones,
rather than a general modulator of the phase response.

CRY2 binds GR and modulates its transcriptional activity
To obtain mechanistic insight on the role of Cry2in clock resetting,
we first examined whether CRY2 physically interacts with GR. We
performed co-immunoprecipitation experiments and found, in
line with a previous report?*, that CRY2 interacts with GR and that
this interaction increases upon dexamethasone treatment (Sup-
plementary Fig. 8a). Next, we employed a GRE-luciferase reporter
to examine the effect of Cry2 on its activation by dexamethasone
using loss-of-function experiments. Notably, we found that in
NIH3T3, knockdown of Cry2 reduces the activation of GRE-
luciferase reporter (Supplementary Fig. 8b), suggesting that in
these cells CRY2 acts as an activator of glucocorticoid signaling
(Supplementary Fig. 8b).

Together, our findings raise the possibility that CRY2 participates
in clock resetting by serum through physical interaction and mod-
ulation of GR activity.
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Discussion

Circadian clock misalignment between and within the organism and
the environment is associated with various pathologies®. In vivo, cells
and tissues are exposed to blood-borne signals that can convey phase
resetting signals and likely enforce internal clock alignment. In this
study, we employed Circa-SCOPE to screen for the effect of different
inhibitors of key intracellular pathways on serum-induced phase
resetting. As we were concerned that cotreatment of the different
inhibitors with serum might not provide sufficient time for the inhi-
bitors to adequately inhibit the relevant pathway, we pretreated the
cells with the inhibitor prior to the serum stimulation. The 3-day pre-
treatment was selected mainly for technical reasons, primarily to
minimize interventions close to the serum stimulation, which might
affect the phase representation at the time of serum administration—a
prerequisite for Circa-SCOPE methodology. We, therefore, cannot
exclude that some of the negative hits are due to drug turnover or
pathway adaptation.

Our screen identified a major role for steroid hormone receptors,
including the glucocorticoid, progesterone, androgen and estrogen
receptors, in serum-induced phase resetting (Fig. 1 and Supplementary
Fig. 1). Triple inhibition of glucocorticoid, progesterone, and estrogen
receptors completely abolished the response to serum, suggesting
that these steroid hormone receptors cover the lion’s share of the
clock response to serum-induced phase resetting. Yet it does not
exclude the presence of additional, less potent blood-borne time-sig-
nals. Indeed, our screen uncovered several other pathways that might
be implicated in the clock response to serum. For example, we found
that c-Myc inhibition modulates the clock response to serum; this is in
line with previous reports supporting a complex interplay between the
molecular oscillator and c-Myc, primarily, in cancer cells®. Similarly,
the effect of aryl hydrocarbon receptor inhibition aligns with previous
works on the regulation of phase and amplitude of clock gene
expression by this receptor”. Likewise, the effect of Calmodulin-
dependent protein kinase Il inhibitor is reminiscent of its role in clock
synchronization in SCN neurons®, Finally, the effects of Rho/MKL1/
SRF inhibitor corroborate previous work on the function of SRF as a
blood-borne circadian signal®.

By contrast, while PTEN was reported to regulate BMALI accu-
mulation and activation?, hitherto, there is no evidence that supports
its involvement in clock resetting. Furthermore, our literature survey
did not find evidence that points toward the involvement of RIPK1 and
PI3Ka/6 in circadian clocks in general and specifically in clock reset-
ting. Hence, these findings merit further investigation and support the
possibility that these signaling pathways are implicated in clock
resetting. Notably, androgens have been implicated in the control of
circadian behavior, likely through their action on the SCN clock®, yet
less is known on their resetting effect on peripheral clocks, as identi-
fied herein.

Our second-tier screen was performed with serum, and MF
unraveled another set of time-signals, which were likely masked by the
dominance of glucocorticoid and progesterone. Interestingly, under
these conditions, inhibition of several signaling pathways (i.e., Src,
PI3Ka/6 and Rho/MKL1/SRF) reverted the phase response from type 1
to 0. This finding highlights an intricate interaction between different
resetting signals and points towards the presence of intracellular
mechanisms that buffer the clock response, possibly to avoid unwar-
ranted phase shifts. In addition, our second-tier screen identified sig-
naling pathways that their inhibition, in conjunction with serum and
MF, completely blunted the response, such as AMPK, which was pre-
viously implicated in the clockwork®. Last but not least, ER inhibition
further adds to the role of steroid hormones and specifically sex hor-
mones in phase resetting.

In summary, our screen corroborated and characterized in depth
the phase response to several known signaling pathways and shed light
on the potential involvement of additional pathways that hitherto were

not implicated in clock resetting. Furthermore, it demonstrated a
potential hierarchy among blood-borne time-signals whereby potent
resetting signals mask the presence of other weak signals. It is
tempting to speculate that some of these weak signals might act in a
cell and tissue-specific manner or emerge under various pathological
conditions. Along this line, we previously reported that hypoxia, as
well as intermittent hypoxia as occurs in Obstructive Sleep Apnea,
shifts the clock in a time- and tissue-specific manner and consequently
elicits inter-tissue circadian clock misalignment™.

Next, we investigated which clock component drives or mod-
ulates the shift of the clock by serum and serum-associated signals. To
this aim, we knocked down different clock components and generated
PTCs in response to rat serum, serum mimetic, as well as to specific
compounds that activate distinct signaling pathways, such as dex-
amethasone, progesterone, and forskolin. Previous reports pointed
towards Perl and Per2, as akin to SCN of animals receiving a light
pulse’®, their expression was induced in response to serum’. Unex-
pectedly, we identified Cry2 as a key mediator of phase resetting
induced by all these signals except for forskolin. These results suggest
that Cry2 plays a role in transmitting blood-borne phase-resetting
signals to the oscillator in a signal-specific manner. Notably, crypto-
chromes (both CRY1 and CRY2) were reported to interact with the
glucocorticoid receptor in a ligand-dependent fashion to repress its
transcriptional activity**.

It is noteworthy that the clock response to corticosteroids differs
from the response to forskolin in several aspects. We previously
showed that background dexamethasone does not affect resetting by
forskolin and vice versa®. Furthermore, a fold change detection
mechanism in clock resetting is present with dexamethasone but not
with forskolin®>. Here we show that the phase response to steroid
hormones, including dexamethasone and serum, but not to forskolin,
is modulated by Cry2. Collectively, these findings suggest that the
response to corticosteroids and most likely serum is distinct from the
response to forskolin, ranging from the intracellular signaling path-
ways involved to the entry to the core clockwork.

The study was mainly performed in NIH3T3 fibroblasts using
Circa-SCOPE. We also provide additional evidence that our findings are
relevant to U20S cells. Nevertheless, a comprehensive dose-
dependent PTC is required to consolidate these findings. Hitherto,
establishing Circa-SCOPE in other cell types, such as U20S, has proven
challenging due to various technical hurdles. We were, therefore,
unable to characterize the full PTC of U20S cells in the presence or
absence of Cry2. Future studies with high-resolution PTC methodolo-
gies that are compatible with various cell types are necessary for a
comprehensive analysis of phase resetting across different cells.
Moreover, as our study is limited to cultured cells, follow-up studies
using animal models are needed to assess the in vivo relevance of our
findings.

Corticosteroids have been widely implicated in circadian clock
resetting and are frequently used to synchronize clocks in cultured
cells (e.g., dexamethasone). Recently, we showed that sex hormones
such as progesterone are potent resetting agents””. However, a com-
prehensive characterization of the interaction between corticosterone
and sex hormones in clock resetting remained uncharted. Our finding
that triple inhibition of glucocorticoid, progesterone, and estrogen
receptors completely abolished clock resetting by serum not only
highlights their major role as blood-borne resetting signals but also
suggests an intricate interaction between them, especially since their
levels change throughout the day*. Moreover, sex hormone levels
differ between males and females and are altered with age, throughout
the female menstrual cycle, upon pregnancy, various disease states
and hormone administration (e.g., birth control pills) and other
medications®. These conditions are often associated with circadian
clock disruption; hence, it is tempting to speculate that these effects
are to some extent related to the interaction between different steroid
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hormones and clock resetting. It will be interesting to examine how sex
hormones interact with other clock-modulating signals to reset the
clock using Circa-SCOPE alongside other powerful modalities such as
modeling phase resetting using singularity response parameters®-°,
Furthermore, it will be informative to further experimentally examine
the potential connection between the period, amplitude and the phase
response”’.

In summary, our study characterized intracellular signaling path-
ways and clock components that participate in clock resetting by
serum. Steroid hormone receptors emerge as key mediators of serum-
induced phase-resetting. Furthermore, Cry2 appears as a central reg-
ulator of the response to serum, particularly to steroid hormones,
independently of its effect on the circadian period. Overall, our find-
ings provide important insight into the intracellular determinants of
the clock response to serum.

Methods
Circadian single-cell oscillators PTC extraction (Circa-SCOPE)
For the construction of PTCs, we used the Circa-SCOPE method as
previously described”. In short, NIH3T3 cells expressing a dual
reporter system (Nuclear marker: H2B-mCherry, Circadian reporter:
Rev-Erba-Venus) were seeded in 24-well plates and media was replaced
the next day with FluoroBrite Dulbecco’s modified Eagle’s medium
(DMEM) (Gibco) supplemented with 1% fetal bovine serum (FBS)
(Gibco), 1 mM glutamine (Biological Industries), 100 U/mL penicillin,
and 100 mg/mL streptomycin (Biological Industries). Cells were incu-
bated for 3 additional days and then placed in the IncuCyte (Sertorius)
incubated microscope and imaged for 9 consecutive days at 1-h
intervals in red and green fluorescence channels as well as phase
contrast. Background treatment was introduced at day 2 post-seeding
and treatment at day 9.5 post-seeding (see scheme in Fig. 1a). Upon
imaging completion, images were extracted and analyzed using our
computational pipeline> A CellProfiler (version 3.1.9, Broad
Institute®®) pipeline was used for illumination correction, nuclei seg-
mentation, tracking, and fluorescence quantifications. Subsequent
analyses on the output were conducted with MATLAB (R2020b,
MathWorks), including signal detrending, rhythmicity assessment
before and after the treatment time, construction of PTCs, and sta-
tistical testing using bootstrapping methods. For PTC analysis cells
were selected by being trackable for the entire experiment, by good-
ness of fit of a cosine function (R?>0.5), and by their period length
(between 22 and 29 h).

Specifically for analysis of reporter amplitude (Supplementary
Fig. 5B, C), the following procedure was performed: for each cell, the
signal was detrended by normalizing to a 24-h moving average trend
(instead of z-score normalization), and the difference between the max
and mean intensities of the detrended signal in ¢ =[24,96] was taken as
the amplitude of that cell.

Rat serum was obtained in conformity with the Weizmann Insti-
tute Animal Care and Use Committee guidelines and kindly provided
by Avigdor Schertz’s lab.

PTC statistical evaluation

PTC statistical analysis was performed as previously described™.
Briefly, the raw PTC data were fitted with two Fourier models for either
type 1 or type O resetting. To test whether any phase response is
present in a certain group, we bootstrapped from control (untreated)
group samples in the size of the test group 1000 times. In each itera-
tion, a Fourier model was fitted, and the maximal shift was retrieved.
The null hypothesis (namely, no phase shift) was rejected if the
resampled maximal shift was higher than the observed maximal shift
less than 5% of the times. To select between type 1 and type O models,
the root-mean-square deviation (RMSE) was calculated for each fit as a
measure of goodness-of-fit (i.e., should be minimized for an optimal
fit). We bootstrapped from the tested group 1000 times. In each

iteration, both models were fitted to the resampled data, and RMSE
was calculated for them. The type 1 RMSE should be larger than the
type O RMSE 90% of the time to reject the null hypothesis of type 1
resetting.

Resampling of period distribution

To match the distributions of two populations, we implemented a
selective resampling approach in MATLAB. Our method randomly
samples from the target “before” period distribution and then looks
for the closest value in the source distribution. The data sampled from
the source is then used to reconstruct a PTC in the standard procedure
described above.

RNA extraction and quantitative PCR
RNA was extracted at day 9.5 post-seeding, from 6-well tissue culture
plates, by a standard TRI-reagent (Sigma) RNA extraction protocol.
RNA concentration was determined using NanoDrop™ 2000 Spec-
trophotometer (Thermo Fisher Scientific). Synthesis of cDNA was
performed using qScript cDNA SuperMix (Quanta Biosciences).
Real-time PCR assays were performed using SYBR green with
LightCycler Il machine (Roche) and normalized to the geometrical
mean of three housekeeping genes: Hprt, RplpO, Tbp. All primers used
in this study were previously reported in refs. 13,39, except for Decl
and Npas2, which were designed using Primer3 software 4.1.0 (default
settings) and validated by generating a calibration curve. Primer
sequences are listed in Supplementary Table 1.

siRNA transfections

Cells were seeded at densities of 0.25 x 10° or 2 x 10° cells per well in 24-
well or 6-well plates, respectively, using DMEM (Gibco) supplemented
with 10% FBS (Gibco), 11 mM glutamine (Biological Industries), 100 U/
mL penicillin, and 100 mg/mL streptomycin (Biological Industries)
(PSG). The day after seeding, cells were transfected with 25 nM siRNA
and 5pl of Lipofectamine RNAiMax (ThermoFisher) transfection
reagent as per the manufacturer's protocol. Post-transfection, the
media was replaced the next day with FluoroBrite DMEM (Gibco)
supplemented with 1% FBS and 1% PSG (see scheme in Fig. 3a), and cells
were analyzed according to the circaSCOPE protocol.

For clock gene expression analysis, 48 h post media replacement,
cells were exposed to 2% rat serum for 0, 3, and 6 h, RNA was extracted,
and expression levels of the different clock genes were analyzed by
quantitative PCR (see Supplementary Table 1 for list of primers).

Co-immunoprecipitation assay

HEK293 cells were transfected with either pCDNA3-FLAG (empty vec-
tor) or pCDNA3-FLAG-mCRY2 using JetPEl (Polyplus) following the
manufacturer’s protocol. Dexamethasone (4 nM) was added 24 h post-
transfection for 16 h. Cells were harvested and protein extracts were
prepared using NP-40 lysis buffer (50 mM HEPES pH 7.4, 150 mM Na(l,
1 mM MgCl2, 1% NP-40) supplemented with protease inhibitors cock-
tail (1:100, MERCK MILLIPORE, 539134), phosphatase inhibitor cocktail
3 (1:100, Sigma, P0O044), and DTT (1:2000). FLAG-CRY2 was immuno-
precipitated using anti-FLAG M2-affinity gel beads (Sigma, A2220).
Proteins were separated by SDS-PAGE, transferred to nitrocellulose
membrane, and analysed by immunoblotting using the following
antibodies: anti-GR (Cell Signaling, D6H2L), anti-FLAG (Sigma, F3165),
and anti-TUBULIN (Sigma, T9026).

Phase resetting of wild type and Cry2 knockout Bmall-luciferase
reporter U20S cells

We employed wild type and Cry2 knockout Bmali-luciferase reporter
U20S cells®. 5 x 10° cells were seeded in 3-cm culture dish using DMEM
(Gibco) supplemented with 10% FBS (Gibco), 11 mM glutamine (Bio-
logical Industries), 100 U/mL penicillin, and 100 mg/mL streptomycin
(Biological Industries) (PSG). The following day, the medium was
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replaced with phenol red-free DMEM (Gibco) supplemented with 1%
FBS, 1% PSG, and 100 nM D-Luciferin (Promega). After the medium
change, the cells were transferred to a LumiCycle32 incubated lumin-
ometer (Actimetrics), where bioluminescence was continuously
recorded and treated with dexamethasone 63 h post media change.

GRE bioluminescence reporter assay

For real-time GRE bioluminescence measurements, NIH-3T3 cells were
seeded in 3-cm plates (100,000 cells per plate). One day post-seeding,
cells were transfected with 1pug of GRE-Luc plasmid (a kind gift from
Yosef Yarden*’), alongside siNT or siCry2 using JetPRIME transfection
reagent (Polyplus). The day after transfection, the medium was
replaced with phenol red-free DMEM supplemented with 1% FBS, 1%
PSG, and 100 nM D-luciferin. The cells were then transferred to a
LumiCycle32 incubated luminometer. Cells were treated with 4 nM
dexamethasone after about 60 h from recording start, and evaluated
for induction 24 h post treatment.

Chemical compounds

Allinhibitors used in Fig. 1 and Supplementary Fig. 1 were sourced from
the TargetMol brand at 100 nM. The labels of the compounds are
specified in the respective figures, and these inhibitors were ordered as
working samples from the Weizmann Drug Discovery Unit. Dex-
amethasone and progesterone were purchased from Sigma.

Statistics and software availability
Statistical analyses and data visualization were performed using
MATLAB (R2024b, MathWorks).

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
All the data from this study are included in the article, supporting
information and the Supplementary Data 1-9. Source data are pro-
vided with this paper.

Code availability

The CellProfiler custom pipeline and the MATLAB code for post-
analysis are available through GitHub (https://doi.org/10.5281/zenodo.
5139820)*.
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