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ABSTRACT

The midlatitude storm tracks are of the most prominent features of extratropical climate. Despite the theoretical expectation, based on baroclinic instability theory, that baroclinic eddies strengthen with jet intensification, there is evidence that this relation breaks when the jet is particularly strong. The most known case is the Pacific midwinter minimum in storm track activity. To isolate the effect of jet strength on storm activity, we conduct a series of GCM experiments systematically varying jet intensity. The simulations are analyzed using Lagrangian tracking to understand the response from a single-eddy perspective. The Lagrangian analysis shows that while the response of upper-level eddies is dominated by a reduction in the amount of tracked features, the lower-level eddies’ response is also affected by a reduction in their lifetime. Analyzing the jet strength effect on the pairing between the upper- and lower-level eddies, we find that the jet intensification increases the relative speed of the upper-level eddies, breaking the baroclinic wave structure and limiting its growth. We show that the Lagrangian response correlates with a shift in the midlatitude spectrum to low wavenumbers. The shift settles these results with linear baroclinic instability theory, as under the stronger jet conditions synoptic-scale eddies are predicted to have a sub-optimal growth rate. These results can potentially explain the midwinter suppression of storm activity over the Pacific and the difference from the Atlantic response.

1. Introduction

The dynamics of the midlatitude climate are dominated by synoptic-scale eddies, which are generated mainly by baroclinic processes. In a climatological picture, these systems form the ‘storm track’, which carries the bulk of the transport of momentum, heat, and moisture in the extratropics and therefore plays a vital role in Earth’s climate. The fundamental theoretical understanding of the mechanisms controlling the characteristics of the storm tracks, and their relation to the general circulation, relies largely on linear baroclinic instability theory, first described by Charney (1947) and Eady (1949). A direct prediction of these models, and many of the succeeding models (e.g., Phillips 1954; Pedlosky 1970), is that the baroclinic wave growth rate and, as a result, statistical quantities such as the eddy kinetic energy (EKE), increase with baroclinicity. Indeed, midlatitude cyclones are generated preferentially in regions of strong baroclinicity characterized by sharp temperature gradients and vertical wind shear, forming the storm track entrance regions (e.g., Nakamura and Shimpo 2004; O’Gorman and Schneider 2008a; Kaspi and Schneider 2011; Wang et al. 2017). Yet there are clear examples where this linearity breaks.

Nakamura (1992) describes a case that challenges the understanding of the interaction between the mean flow and eddy activity. During winter, the meridional temperature gradient increases significantly, resulting in high baroclinicity and an intense jet-stream (Fig. 1a,b for the Atlantic and Pacific Ocean basins, respectively). Over the Atlantic Ocean, the increased baroclinicity correlates to increased eddy activity, as predicted by theory (Fig. 1c), and a similar response is observed over the the Southern Hemisphere (SH) storm-track. However, over the Pacific Ocean, a midwinter minimum (MWM) in eddy activity is observed (Fig. 1d), despite the baroclinicity values being of the highest observed on Earth. Nakamura (1992) showed that the midwinter minimum signal is more pronounced in the variance of high-level maps (250-500 hPa), although it also appears in lower-level fields (700-850 hPa). Furthermore, he showed that while for a jet weaker than 45 ms$^{-1}$ the baroclinic wave amplitude is positively correlated with the jet strength, as predicted by linear theory, for more intense jets, a negative correlation appears. The minimum in eddy activity in response to intense jet-streams appears not only in reanalysis data, but also in comprehensive General Circulation Models (GCMs), with a physical core and parameterizations (e.g., Christoph et al. 1997; Zhang and Held 1999; Lee et al. 2013). From a Lagrangian perspective, the decreased upper-level EKE reflects the properties of the individual eddies, resulting in a reduction in the number of eddies and their intensity (Penny et al. 2010). However, the lower-level eddy response shows no reduction in the number of tracked features, and the reduction in EKE was suggested to result from a suppression in the eddy lifetime (Schemm and Schneider 2018). Baroclinic conversion was found to play a vital role in the effect,
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and Schemm and Rivière (2019) showed that a reduction in baroclinic conversion during midwinter over the Pacific Ocean is due to changes in the vertical structure of the baroclinic waves. Most recently, Schemm et al. (2020) studied the surface cyclones’ life-cycle from a synoptic perspective, and found that during the pacific midwinter cyclones originating from Kamchatka are greatly suppressed, while cyclones from the East China Sea generally intensify, and those from the Kuroshio exhibit a mixed response, leading to an overall decrease in storm activity over the Pacific.

In recent years, studies have suggested that this effect is not directly related to the local characteristics of the western Pacific, but to the characteristics of the jet itself. Afargan and Kaspi (2017) showed that years with a strong zonal jet over the western Atlantic, resembling the Pacific jet, feature a prominent MWM in the Atlantic storm track as well. These years also correlate with the jet being more equatorward. The Atlantic MWM is shallower than its Pacific counterpart and maximizes during the latter part of winter (Fig. 1c). It has also been shown in idealized GCM simulations that with an adjusted Pacific-like mean zonal wind profile (Yuval and Kaspi 2016), and mean temperature for different seasons (Yuval et al. 2018), a reduction can be seen in the eddy activity during midwinter relative to shoulder seasons. Furthermore, Novak et al. (2020) showed a decrease in eddy activity during midwinter in a zonally symmetric aquaplanet GCM when the jet is strong enough.

To date, there is no one simple explanation for the observed deviations from linear baroclinic theory. Local effects, such as reduced seeding from eastern Asia (Penny et al. 2010) and stationary waves strengthening induced by the Tibetan Plateau (Park et al. 2010; Lee et al. 2013), were suggested to explain the Pacific MWM. However, the role of upstream processes has been questioned (Chang and Guo 2011), and it cannot explain the similar effect observed in the Atlantic storm track (Afargan and Kaspi 2017). Because of the importance of the midlatitude jet, mechanisms were suggested based on the jet characteristics. Particularly, the Atlantic minimum eddy activity in years marked by a stronger and more equatorward jet, as in the Pacific, provides further evidence that the jet character may be strongly related to the existence of a MWM (Yuval et al. 2018). The jet’s intensity is a primary candidate for the cause of baroclinic eddy weakening. Chang (2001) suggested that intense jets increase the group velocity of eddies, causing them to pass the high baroclinicity zones faster, which reduces their overall growth. Also emphasizing the importance of the jet strength, Nakamura and Sampe (2002) speculated that the intense jet traps the upper-level eddies, which weakens their interaction with the lower-level baroclinicity. Accounting for the jet shape, Harnik and Chang (2004) showed that linear theory could be consistent with the MWM if its meridional structure is considered, accounting for the jet’s narrowing. Deng and Mak (2005) studied the effect of the horizontal structure of the jet-stream, and suggested that increased baroclinicity over the Pacific could act as a generalized barotropic governor (James 1987).

In this study, a combination of an idealized GCM and Lagrangian tracking is used to investigate the effect of strong zonal jets on the activity of upper- and lower-level eddies. Using an idealized GCM for this purpose has two main advantages: First, the simplicity of the model makes the connections between atmospheric features in the system rather simple, enabling the control of the simulation characteristics without damaging its physical consistency. We take advantage of this property to control the subtropical jet by heating a zonally symmetric band around the Hadley cell’s ascending branch, which strengthens the jet strength through enhancement of the Hadley circulation. Furthermore, the fact that the model is zonally symmetric simplifies the analysis and the understanding of the phenomenon. Second, the simplicity of the model allows the tracking of tens of thousands of storms, making the Lagrangian analysis very powerful, as we can produce a large database that can be used to perform complex statistical analyses, and clear multi-storm composites. Using this data, we hope to understand the direct effect of strong zonal jets on baroclinic eddies, and explain the observed deviations from the linear baroclinic theory predictions.

This paper is organized as follows: The GCM simulations and their climatology, as well as the tracking algo-
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Fig. 2. Height (hPa)-latitude (°) cross-section of the meridional circulation (10^{11} \text{kgs}^{-1}; \text{a,d,g}), zonal wind (\text{ms}^{-1}; \text{b,e,h}) and EKE (\text{m}^2\text{s}^{-2}; \text{c,f,i}) climatology. Upper and middle panels represent the control and forced simulations climatology, respectively. The lower panels represent climatology of the Pacific Ocean during December-January-February made with Era-I data. The GCM climatology is taken over 9000 days and averaged over the zonal direction. The GCM EKE was calculated using a high-pass zonal-wavenumber 4 butterworth filter of the zonal and meridional wind in order to capture the contribution of synoptic-scale eddies. The Era-I climatology was taken as in Fig. 1, and the zonal mean was taken over the entire NH.

2. Methods

In this study, a combination of idealized GCM simulations and Lagrangian tracking is used to investigate the effect of strong zonal jets on eddy activity. These tools offer several unique advantages: First, investigating the simulation from a Lagrangian perspective, using a storm-tracking algorithm, allows us to understand the storm track response from the single-storm perspective. Second, the use of an idealized GCM allows one to produce a large database on which Lagrangian tracking can be performed, and meaningful composites can be made (Tamarin and Kaspi 2016, 2017). Third, the idealized GCM allows us to isolate the factors that affect the storm track and gives insight to the causality between the changes in the jet and the eddies’ response. Fourth, conducting a series of GCM experiments with a gradual increase in the jet strength enables the isolation of the jet’s effect on the eddy activity and the identification of different regimes of the response. Furthermore, keeping the GCM zonally symmetric simplifies the analysis and helps to understand the observed responses.

a. GCM experiments

We use an idealized GCM based on the Geophysical Fluid Dynamics Laboratory (GFDL) Flexible Modeling System (FMS). This model has a spectral core, which solves the primitive hydrostatic equations for an ideal-gas atmosphere (Frierson et al. 2006; O’Gorman and Schneider 2008b). The model is three-dimensional with spherical geometry, and we use a spectral resolution of T85, which corresponds to grid-boxes of 1.4° × 1.4° and 30 vertical levels. The incoming radiation is modeled as a perpetual equinox, with no daily or seasonal cycle. The simulation is an aqua-planet; the lower boundary is a slab ocean with a
prescribed heat capacity. The surface temperature is determined by the balance between the radiation energy and the surface fluxes. Moist convection is set to relax the temperature profile to a moist adiabat, and moisture is removed through condensation and precipitation when moisture in a grid box exceeds saturation. The model does not include clouds, ice, and chemical processes. The climate produced by the model is similar to the general circulation observed on Earth (Fig. 2), and was used previously to study storm tracks dynamics (e.g., Tamarin and Kaspi 2016).

In order to investigate the effect of an intense subtropical jet on eddy activity without forcing the extratropics directly, we enhance the Hadley circulation (and the jet) through a zonally symmetric heating of the Hadley cell ascending branch, between the equator and latitude 6° in both hemispheres. We conduct a systematic set of 14 experiments with a heat flux ranging between 0 and 750 Wm$^{-2}$, which result in jet strengths of 35-67 (ms$^{-1}$, Fig. 3a). By heating only the equatorial regions, the midlatitudes are affected only through interaction with the stronger jet (Afaragian 2018). The climatology of the zonal mean meridional streamfunction, zonal flow and EKE for the control simulation and the simulation heated by 750 Wm$^{-2}$ (the “forced simulation”) are shown in Fig. 2. Reanalysis data zonally averaged over the NH during midwinter are shown in Fig. 2 as well. The forced simulation roughly doubles the strength of the meridional circulation (Fig. 2a,d) and, as a result, the jet (Fig. 2b,e), while weakening the EKE, mostly at high-levels (Fig. 2c,f). The general structure and the values in the simulations are comparable to those observed on Earth, (Fig. 2g–i). Observing the change in jet and EKE for all the simulation (Fig. 3a,b) show that the jet intensification and reduce in EKE is consistent and gradual across all simulations. The mean available potential energy (MAPE) (Fig. 3c) increases with the jet intensification, implying that the reduction in EKE is not due to a decrease in the MAPE.

**b. Storm Tracking**

A feature point tracking algorithm (Hodges 1995; Tamarin and Kaspi 2016) is used to identify and characterize the extratropical eddies. The 850 hPa relative vorticity (defined as $\xi = \partial v / \partial x - \partial u / \partial y$, where $u$ and $v$ are the zonal and meridional wind and $x$ and $y$ are the zonal and meridional directions) is tracked to identify the surface cyclones, and the 500 and 300 hPa relative vorticity, to identify the higher-level eddies. We filter the data and smooth it to T42 resolution to reduce noise and removed background flow (defined as wave numbers 0-4) to isolate the synoptic and mesoscale features. Only anomalies with relative-vorticity of more than $10^{-5}$ s$^{-1}$ are tracked, to account only for significant events. After identifying the anomalies, the algorithm tracks them and plots their location on the sphere and their intensity. A snapshot from the control simulation of vorticity at the different levels with the identified anomalies is shown in Fig. 4. The algorithm captures most of the anomalies, even for the high-levels, where the structure appears to be much more complex. The tracks are used both for characterizing the eddy properties at the different level and to characterize baroclinic wave, realizing that each track is part of a 3D wave. After identifying the anomalies, the algorithm tracks their evolution, and only those that appear for more than 48 hours and propagate for more than 1000 km are recorded. Vorticity features whose overall movement through their lifetime is to the west, and have not passed latitude 35°(which is the climatological northward flank of the subtropical jet in the control simulation), are filtered out to exclude from our analysis tropical cyclones. Overall, about 20,000 upper-
and lower-level systems were identified, which is about an order of magnitude more tracks than can be obtained over the Pacific during midwinter from ERA-Interim data.

Comparing the tracking results of geopotential height anomalies (as in Schemm and Rivière 2019) and vorticity anomalies should be done with caution. When tracking features such as the lower-level geopotential height, which are closed contours, the maximum vorticity is located on top of the geopotential height minimum. However, due to the upper-level jet, the upper-level eddies are often open contours (wave-shaped eddies), and while their minimum geopotential height is in the middle of the meanders, the maximum vorticity is on the wave tip, where the wind curvature is maximum, which is much more equatorward.

3. Results

a. Eulerian Analysis of the Midlatitude Eddies

Ultimately, we would like to use the Lagrangian tracking to decompose the observed change in EKE into the effect on the individual eddies. To gain some intuition for the effect of the jet on the eddies, we begin by considering the temporal evolution of vorticity anomalies at 850 hPa and 300 hPa over the midlatitudes. In the control simulation, the eddy activity is apparent at high- and low-levels at latitudes 30°, 40° and 50°, with the eddies becoming stronger and more abundant at higher latitudes (Fig. 5a-c, long narrow lines). The upper- and lower-level eddies move with similar zonal speed toward the east, maintaining a westward tilt with height. According to baroclinic instability theory, this westward tilt with height (apparent as the westward shift between 300 and 850 hPa eddies in Fig. 5) plays a significant role in maintaining optimal growth rate (Eady 1949). In the forced simulation (Fig. 5d-f), the eddies at latitude 30° and 40° are fewer and seem to have a shorter lifetime, apparent from the fewer and shorter lines of vorticity anomalies. At those latitudes, the zonal velocity of the upper-level eddies is greater than that of the lower-level eddies, and therefore, the westward tilt structure is not maintained. At latitude 50°, the eddy activity is similar between the simulations, although the eddies in the forced simulation are fewer and still seem to have a shorter lifetime.

Overall, the reduction in eddy activity is prominent in the snapshots. The effect seems to be more significant at lower latitudes and higher altitudes, which fits the EKE’s observed response. Moreover, the difference between upper- and lower-level eddies motivates the Lagrangian analysis on both vertical levels in order to better understand the different responses.

b. Eddy Properties

To understand the mechanism that causes the EKE weakening observed in the Eulerian analysis, the effect on the eddies is studied from a Lagrangian perspective. Guided by the the response observed in Fig. 5, the reduction in the EKE is decomposed into three main eddy properties. The first is the storm’s intensity: the more intense the storm is, the higher is its contribution per unit time. The second is the storm’s lifetime: the longer the storm lives, the higher is its contribution to the EKE. The third is the number of storms passing through the storm track: more storms result in more EKE. To evaluate the above properties, we use the total number of tracked features to assess the number of eddies, the maximum vorticity of each storm as the storm’s intensity, and the time between the discovery of the anomaly and its disappearance as its lifetime (Fig. 6).

For the upper-level eddies, the number of features, their mean intensity, and their lifetime all decrease when the jet strength increases (Fig. 6, solid). The robust reduction in all eddy properties explains the intense reduction in the upper-level EKE observed in the simulation (Fig. 2f).
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1The storm area is another factor that might change with the jet intensification. We assume that the storm area is positively correlated to the storm intensity and will add a nonlinear term to the intensity contribution.
The relative decrease in the number of storms is twice the relative reduction in the lifetime and is significantly more substantial than the relative change in intensity. Most of the reduction in the lifetime of the storms is during the growth stage (before maximum intensity), although the decay phase (after maximum intensity) also shortens (Fig. 7b). This is consistent with the significant reduction in the amount of upper-level eddies and their intensity observed over the Pacific during midwinter in reanalysis data (Penny et al. 2010).

For the lower-level eddies, the decrease in the number of storms dominates the response only for very intense jets (Fig. 6a, dashed). Conversely, for less extreme jets, the reduction in lower-level EKE is also highly effected by shortening of the eddy lifetime (Fig. 6c, dashed). The reduction in lifetime is due to a shortening of the growth phase, while there is no significant reduction in the decay phase (Fig. 7a). The shortening of the growth phase is more significant than that of the decay also during midwinter over the Pacific (Schemm et al. 2020). A reduction in the eddy intensity appears mostly for very intense jets (Fig. 6b, dashed). These results are intriguing in light of the findings of Schemm and Schneider (2018), who showed, using reanalysis data, that the number of lower-level eddies increases during midwinter over the Pacific, and the reduction in EKE is due to a decrease in the eddy lifetime. The response observed over the Pacific raises the question of whether the increase in the number of lower-level features is a general property of baroclinic eddy response to strong zonal jets or the regime of the response observed specifically over the Pacific. In light of Schemm et al. (2020), the change in the number of cyclones during midwinter appears to vary between different regions of the west Pacific, while the reduction in the growth time of cyclones is robust throughout the West Pacific. Thus while a decrease in the number of tracked features dominates the upper-level weakening, the lower-level response is highly affected by the reduction in the eddy lifetime. In addition, the upper-level eddy response is much stronger, due to the direct interaction with the jet, and consistent with the more significant reduction in the upper-level EKE.

c. Vertical Structure Response to Intense Jets

According to baroclinic instability theory, the upper- and lower-level eddies are not independent but rather a part of a three-dimensional wave. The wave’s vertical structure influences the growth rate, and the maximum growth rate is achieved when the wave is westward tilted with height (Eady 1949). To understand how the eddy response, analyzed in section 3b, is translated into a response of the baroclinic wave, the effect of the intense jet on the relations between eddies at different levels is analyzed. To gain intuition on the jet effect, we plot a snapshot of 850 and 500 hPa vorticity with the tracking data on top for the control and forced simulation (Fig. 8a and 8b, respectively). In the control simulation, most of the low-level cyclones have a corresponding upper-level positive vorticity anomaly above them. In the forced simulation, fewer features appear (consistent with the findings shown in Fig. 6),
Fig. 6. The relative change (i.e., simulation value/control value) in the amount of tracked features (a), average peak eddy intensity (b), and mean lifetime (c) as a function of the simulation jet strength (ms$^{-1}$) as a consequence of the forcing for 300 hPa (solid) and 850 hPa (dashed) tracked vorticity. In the control simulation, 24,000 lower-level cyclones were tracked, with a mean maximum intensity of $5.6 \times 10^{-5}$ (s$^{-1}$) and a mean lifetime of 6.1 days, while 25,000 upper-level eddies were tracked, with a mean maximum intensity of $7.0 \times 10^{-5}$ (s$^{-1}$) and a mean lifetime of 4.9 days.

Fig. 7. The average duration (days) of the growth (solid) and decay (dashed) phases as a function of the simulation jet strength (ms$^{-1}$) for tracked 850 hPa (a) and 300 hPa eddies (b). Growth is defined as the time between discovery and maximum intensity of an eddy, and decay is defined as the time between maximum intensity and eddy disappearance.

and more of them are isolated, i.e., without an upper-level companion.

To quantify these findings, we present composites of upper-level tracked features location relative to the lower-level cyclone (Fig. 8c-e). For each time step in the lower-level eddy track, all the upper-level eddies’ longitudinal and latitudinal positions at that time are recorded. These maps are then sorted according to their time lag from the maximum intensity of the lower-level eddy. Maps in the same life phase are clustered together and transformed into a 2D Kernel distribution. For this analysis, the threshold for detection of upper-level eddies was reduced to only existence of more than 24 hours (relative to 48 hours in other parts of the analysis), and the limitation on the minimum traveling distance was removed. This lower threshold was set to minimize the number of missed upper-level eddies, as we assume that having a false positive recognition around the lower-level eddies is unlikely. The kernel distributions (Fig. 8c-e) for one day before peak intensity, at the time of peak intensity, and one day after maximum intensity have a prominent peak around the center of the lower-level system, meaning that the analysis observes a correlation between the upper and lower wave. During the growth stage and at the maximum intensity, the upper-level features appear to the west of the lower-level (Fig. 8c), consistent with baroclinic instability theory. The primary time evolution in the 2D distribution is the propagation of the distribution to the south and east relative to the lower-level system. The eastward propagation breaks the baroclinic structure, which ignites the eddy barotropic decay (Simmons and Hoskins 1978). The main difference in distribution between the two GCM simulations (Fig. 8c-e, color vs. contours), is the faster eastward propagation in the forced simulation, which is even more significant if we recall that the growth phase is shorter for the forced simulation (Fig. 7). As can be gathered from the findings presented in Fig. 5, faster
propagation of the upper-level eddies is apparent mostly at low latitudes, where the upper-level eddies are drifting faster under the direct effect of the very intense jet.

To better understand the temporal evolution of the eddy vertical structure and the effect of the enhanced jet on it, the position of the maximum of the distribution is plotted as a function of time in the meridional and zonal directions (Fig. 9a and 9b, respectively). The maximum intensity time-step (which is used as a reference time-step for the composites) is set to the average growth time of the eddies in each simulation (taken from the results of Fig. 7a) to account for the shortening of the growth phase in the forced simulation. The same general trend is observed for the control and forced simulations: the upper-level eddy begins to the west of the lower-level eddy, in agreement with the expected westward tilt with height, then starts propagating to the southeast. About 12 hours after the maximum intensity, it turns to propagate to the northeast. However, some significant differences are observed. In the zonal direction, the upper-level wave propagates faster and farther eastward relative to the lower-level eddy, which means that, according to baroclinic instability theory, the growth rate reduces more rapidly, which shortens the lifetime of the wave and decreases its maximum intensity. Indeed, calculating the relative change in the upper- and lower-level eddies, we find that while the lower-level eddies become faster by 15%, the upper level eddies get faster by 31%. After maximum intensity, the upper-level wave in the forced simulation propagates more toward the pole in the meridional direction, which reduces the efficiency of baroclinic conversion (Schemm and Rivière 2019). The response in the meridional direction reported here is comparable to the one found over the Pacific in Schemm and Rivière (2019). In the zonal direction, they found that the wave is more to the west. This discrepancy might be caused by the fact that they cluster the entire lifetime together, which mean that the more westward orientation might not be to the a result of change in the upper-level wave relative speed, but rather a result of how they made the composite and how the Pacific seasonality affects it.

The larger decrease in the amount and lifetime of upper-level eddies, compared to the decrease of these properties in lower-level eddies (Fig. 6) points to another significant effect of the intense jet: a reduction in the number of lower-level storms that are paired to an upper-level trough. If we consider only upper-level eddies with a center at a distance between -7 to 3° in the zonal direction and -5
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3In their research, Schemm and Rivière (2019) tracked geopotential height rather than vorticity. Therefore, only the response to the jet intensification is comparable, not the actual relative position. See section 2b.
to 3° in the meridional direction (the box was chosen to be big enough, so the maximum position difference will not affect the calculation), we find that 66% of the tracked lower-level eddies in the control simulation are paired with an upper-level companion (Fig. 6d). However, in the forced simulation, only 58% of the lower-level eddies are paired, a relative decrease of about 12%. Considering the continuous response to the jet strength, shows this reduction is robust and strongly dependent on the jet strength (Fig. 9d).

The absence of the upper-level eddies above the lower-level wave is not straightforward in the frame of linear baroclinic instability theory, as it handles the storms as a single wave. To better interpret these results, we plot the percentage of paired eddies as a function of the height of the upper-level eddy (Fig. 9c). The pairing percentage decreases with height (which is expected as all lower-level eddies are paired with themselves), with the reduction being more rapid for the forced simulation. This can be interpreted as a change in the average vertical scale of the baroclinic waves in the model, i.e., while in the control simulation more than 50% of the waves have a top higher than 300 hPa, only 35% of the waves in the forced simulation have tops that high, meaning their vertical extent is smaller. Waves with lower vertical extent was found to be weaker and short living. This reduction in wave height strongly depends on the jet strength (Fig. 9d).

In summary, we can now translate the tracked eddies’ response to jet intensification into the baroclinic waves’ response and classify it into three different effects. The first is a reduction in the number of baroclinic waves, which correlates with the reduction in lower-level features (Fig. 6a, dashed). This effect is significant mostly for very intense jets. The second is a reduction in the eddies’ vertical scale, which explains the more significant reduction in upper-level EKE (Fig. 9c,d). The third is the break of the baroclinic structure due to the faster zonal drifting (Fig. 9b) of the upper-level eddies in response to the intense jet, which explains the decrease in the eddies’ maximum intensity and lifetime (Fig. 6b,c). This process dominates the lower-level eddies’ response at median jet strengths. The three effects combine to produce the Pacific MWM-like response observed in the Eulerian analysis and the negative correlation between jet intensity and EKE for strong jets.

4. Eddy Spatial Scale Shift

In section 3c three aspects of the baroclinic wave response were found to explain the reduction in EKE over the midlatitudes. In this section, we show that both the reduction in the number of baroclinic waves and the sub-optimal baroclinic structure observed in the forced simulation are consistent with linear baroclinic instability theory if the wavenumber of the baroclinic wave is considered.

To understand the jet intensification effect on different scales of the midlatitude, we first consider the wavenumber-period spectra of eastward propagating waves (Fig. 10). The control simulation spectra resembles the Earth spectra (Fig. 10a,b), both in terms of the wavelength of maximum growth and in the phase speed. A linear dispersion relation can be observed in those spectra with a cut-off
A wavenumber of about 4 and with most of the power above wavenumber 5. In the forced simulation (Fig. 10c), no clear cut-off frequency is apparent. When observing the difference between the simulations (Fig. 10d), a shift to low wavenumber is observed: while in the control simulation most of the energy is concentrated in the synoptic-scale \((n > 5)\), in the forced simulation there is a significant shift of the spectrum toward the planetary-scale \((n < 5)\). An intensification of low wavenumbers \((1-3)\) was also found in the Earth northern-hemisphere during midwinter (Park and Lee 2020). This shift implies that the energy associated with synoptic-scale baroclinic eddies is expected to reduce. Assuming the difference in wave amplitude is mainly a result of the difference in waves growth rate (Farrell and Ioannou 1994), the shift to low wavenumber fits our Lagrangian findings and can manifest in two ways: First, slower growth in these scales will make the storms more susceptible to dissipative forces, which reduce the number of baroclinic waves in the storm track. Second, the shift of the optimal wavenumber toward lower wavenumber means that higher wavenumber eddies (the synoptic scale) will have a sub-optimal growth rate. Linear baroclinic theory predicts that the sub-optimal baroclinic growth will result in a sub-optimal baroclinic structure, i.e., with less westward tilt with height, which fits the observed earlier breaking of the baroclinic structure (Fig. 8 & 9), which explains the reduction in eddy strength (Fig. 6b) and lifetime (Fig. 6c).

Intuition to this can be even gained by the simple two-layer baroclinic instability quasigeostrophic (QG) model (Phillips 1954). Phillips shows that for a two-layer model of equal thickness layers, on a beta-plane, the wave speed is given by (adopting the notation of Vallis 2006):

\[
c = -\frac{1}{K^2 + k_d^2} \left\{ \beta + \frac{\beta k_d^2}{2K^2} \right\}^{1/2}
\]

where \(K = k^2 + i^2\) is the total wavenumber, \(\beta\) is the planetary vorticity gradient, \(U = (U_{up} - U_{down})/2\) is half the wind shear and \(k_d = \sqrt{8} \frac{L}{L_d}\) is the inverse of the deformation radius:

\[
L_D = \frac{NH}{f},
\]

where \(N\) is the Brunt–Väisälä frequency, \(H\) is the total thickness, and \(f\) is the Coriolis parameter.

Taking only the imaginary part of Eq. 1 and multiplying by the zonal wave number \(k\), we get the growth rate,

\[
\sigma = \frac{k}{K^2 + k_d^2} \left( \frac{4U^2K^4}{k_d^4} - k^4 \right)^{1/2}
\]

From the plot of the most unstable mode as a function of zonal wavenumber for the control (Fig. 11a solid) and forced (Fig. 11a dashed-black) simulations based on the mean values that were inferred from the simulation (Table 1S), it is apparent that the increase in jet strength and deformation radius indeed shift the energy spectrum toward the planetary-scale. The two variables that change significantly are \(U\) and \(N\). Accounting only for the jet...
strengthening significantly increases the maximum growth rate, while shifting it to lower scales (Fig. 11a dashed-blue). When increasing only \( N \), the growth rate also greatly reduces, while also shifting to lower wavenumbers (Fig. 11a dashed-red). Changes in \( H \) will produce the same result as it effect the deformation radius in the same way. Studies of the effect of the jet strength using idealized models, which also incorporate the jet meridional (Harnik and Chang 2004) and vertical (Rivière 2009) structure, and the effect of the atmosphere stratification (Kidston et al. 2010), were conducted in the past, and their results are consistent with the shift observed in our model spectrum.

Repeating the same analysis for the Pacific and Atlantic conditions also requires considering the jet latitude, affecting both the deformation radius (through \( f \)) and the \( \beta \) effect (Rivière 2011). In this model’s framework, reducing the jet latitude shifts the growth rate to smaller scales and reduces the maximum growth rate. Plotting the most unstable modes for values assessed over the Pacific (Fig. 11b, solid blue for September-November and dashed blue for December-January) and the Atlantic (Fig. 11b, solid red for September-November and dashed red for December-January) is consistent with why during most seasons there is a midwinter minimum over the Pacific and not over the Atlantic. Over the Pacific, the increase in jet strength is larger, together with an increase in static stability (Frierson and Davis 2011), shifting the growth rate significantly towards the planetary-scale, which decrease storm activity. Over the Atlantic, less significant intensification of the jet over the Atlantic and smaller increase in static stability set the overall growth rate in the synoptic-scale to be higher. On seasons with a stronger jet over the Atlantic, the shift becomes more significant, and an MWM in the Atlantic storm track is observed (Afargan and Kaspi 2017).

5. Conclusion

In recent years, it has become evident that there is a non-trivial reduction in storm activity during times when the jet is particularly strong. This was first observed over the Pacific Ocean during midwinter (Nakamura 1992) and was farther supported by studies of the Atlantic storm track (Afargan and Kaspi 2017) and idealized GCM experiments (Yuval and Kaspi 2016; Yuval et al. 2018; Novak et al. 2020). These evidence seem to contradict the prediction of linear baroclinic instability theory, which has been a key in our understanding of the interaction between the storm tracks and the general circulation, and a fundamental building block of the theoretical understanding of Earth’s atmospheric dynamics. Analyzing the phenomenon from an Eulerian perspective is useful, but lacks information about the conditions and evolution that the baroclinic wave undergoes. Therefore, the Lagrangian perspective is complementary in studying the underlying mechanism that causes this deviation from linear theory. The Lagrangian approach is even more powerful when performed on idealized GCM data, as it gives a practically limitless amount of data to analyze, while keeping the physical system simple. To study the effect of intense jets on baroclinic eddies, in this study, we analyze a series of idealized GCM simulations with systematically varied jet strengths, from both an Eulerian and Lagrangian perspective. For the Lagrangian analysis, we employ a cyclone tracking algorithm for statistical analysis of the eddy characteristics. The main findings of this study can be summarized as follows:

• A reduction in midlatitude EKE is found in aquaplanet GCM simulations when the subtropical jet is intensified through strengthening of the Hadley circulation (Figs. 2 and 3).
• Taking a Lagrangian perspective, to address the EKE reduction by following individual storms and analyz-
ing their statistics, three main properties are found to control the eddy activity:

\[ \text{EKE} \sim M \times T \times I \]

where \( M \) is the number of eddies passing through the storm track, \( T \) is the eddies’ mean lifetime and \( I \) is their intensity. Using the tracking data, we assess these properties and their response to the jet intensification. When comparing the tracking results between the control and forced simulations (Fig. 6), it becomes apparent that while the eddy intensity does not vary much, the upper-level eddy response is dominated by a change in the number of eddies and to a lesser extent by their life-time. However, the lower-level eddy response is affected jointly by a change in the number of storms and in the eddy life-time.

- Increasing the jet strength causes a reduction in the pairing between upper- and lower-level eddies and breaks the baroclinic wave (Fig. 8).

- Investigating in detail the vertical structure of the baroclinic wave, we find that jet intensification causes a reduction in the vertical extent of the wave, and faster zonal speed of the higher-level eddies relative to the lower-level eddies, which cause faster dephasing of the baroclinic structure, and thus reducing the life-time of the baroclinic wave (Fig. 9).

- Overall, the baroclinic wave response to jet intensification causes an early break of the baroclinic structure, decreases the vertical extent of the baroclinic wave and reduces the number of waves produced.

- The Lagrangian results are consistent with linear baroclinic instability theory if the distribution of energy between scales is considered. An intensified jet shifts the eddy power-spectrum from the synoptic scale toward the planetary scale (Fig. 10). The shift means that eddies under these conditions have a suboptimal growth-rate, which reduces the amount of baroclinic eddies and explains the decoupling of the baroclinic structure.

- Intuition to the shift and suboptimal growth rate in response to the jet intensification can be gained from the simple two-layer QG model (Phillips 1954). An increase in jet strength and Rossby deformation radius (due to an increase in the buoyancy frequency) shift the growth rate toward lower wavenumbers. Thus, the growth rate of synoptic scale eddies is suboptimal.

- The two-layer framework with representative parameters for the different storm tracks on Earth supports the simulation results. Over the Pacific, the increase in jet strength during midwinter, together with an increase in static stability (Frierson and Davis 2011), predicts a significant shift toward the planetary scale, which can explain the storm-track observed response. Over the Atlantic, the moderate jet intensification and increase in static stability make the shift marginal, explaining why seasons with strong jets are characterized by a reduction in storm activity (Afargan and Kaspi 2017), while most seasons are not (Fig. 11b). Over the SH storm track, the jet intensification is weaker than over the Pacific, and there is a decrease in static stability. Therefore, as observed, no reduction in EKE during midwinter is expected. It also supports the hypothesis that storm activity over the Atlantic was reduced during the last glacial maximum (Li and Battisti 2008; Löfverström et al. 2016; Rivière et al. 2018).

- We thus provide a hypothesis for the existence of the MWM in eddy activity over the Pacific.
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Table 1. Values substituted in Eq. 3 to plot the curves in Fig. 11. The maximum jet strength is taken as the shear, the latitudinal position of the maximum intensity is used as the latitude in which $\beta$ and $f$ are calculated, and its height is set as the total thickness. $N$ was taken as the midlatitude value.

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Forced</th>
<th>Atlantic SON</th>
<th>Atlantic DJF</th>
<th>Pacific SON</th>
<th>Pacific DJF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{U}$ (m·s$^{-1}$)</td>
<td>35</td>
<td>75</td>
<td>26</td>
<td>35</td>
<td>35</td>
<td>53</td>
</tr>
<tr>
<td>$N$ ($10^{-2}$s$^{-1}$)</td>
<td>1.2</td>
<td>1.4</td>
<td>1.2</td>
<td>1.25</td>
<td>1.3</td>
<td>1.45</td>
</tr>
<tr>
<td>$H$</td>
<td>10000</td>
<td>12000</td>
<td>11000</td>
<td>12000</td>
<td>11000</td>
<td>12000</td>
</tr>
<tr>
<td>Latitude</td>
<td>30</td>
<td>30</td>
<td>45</td>
<td>42.5</td>
<td>45</td>
<td>32.5</td>
</tr>
</tbody>
</table>