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SUMMARY

The symmetric, lattice-like spatial pattern of grid-cell activity is thought to provide a neuronal globalmetric for
space. This view is compatible with grid cells recorded in empty boxes but inconsistent with data frommore
naturalistic settings. We review evidence arguing against the global-metric notion, including the distortion
and disintegration of the grid pattern in complex and three-dimensional environments. We argue that devi-
ations from lattice symmetry are key for understanding grid-cell function. We propose three possible func-
tions for grid cells, which treat real-world grid distortions as a feature rather than a bug. First, grid cells
may constitute a local metric for proximal space rather than a global metric for all space. Second, grid cells
could form a metric for subjective action-relevant space rather than physical space. Third, distortions may
represent salient locations. Finally, we discuss mechanisms that can underlie these functions. These ideas
may transform our thinking about grid cells.
GRID CELLS AS A METRIC FOR SPACE

Grid cells produce one of the most intriguing signals in the brain

and are widely thought to be involved in navigation. When a ro-

dent runs in a box of typically 1 3 1 m in size, grid cells fire in

multiple firing fields across the floor of the box. The firing fields

of a grid cell are arranged in a symmetric pattern, forming the

vertices of a repetitive hexagonal lattice that spans the entire

space.1–3 Although the role of this exquisite hexagonal grid

pattern in navigation is not entirely clear, a major line of thought

suggests that the grid’s role is to provide a global metric for

space.1,4–6

Animals and humans employ multiple strategies as they

navigate.7,8 Two of these strategies—path integration and a

cognitive map—indeed require that the explored space

possess a global metric: a way in which distances can be

measured uniformly and veridically across the entire space

(see Box 1 for theories of how the grid pattern is utilized for

self-positioning). When an animal navigates using path inte-

gration, the animal’s traveled path, composed of the traversed

distances and angles, is integrated over time. This process

utilizes an internal velocity signal representing the animal’s

movement speed and direction, which is used to compute

and update an ongoing estimate of the present position based

on the past trajectory.6,9,10 Such a scheme requires a metric

for space to ensure that distances are computed in the

same manner across different parts of the traveled space. A

prevailing idea is that the grid pattern provides such a metric

for space—reminiscent of the Roman milestones, which were

positioned at known distances along a road. The grid pattern
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is also thought to provide a metric for space in the framework

of a cognitive map, where one’s position is estimated by

comparing sensory input to internal representations, using

both absolute cues from the environment and one’s relative

orientation toward those cues.8 When an animal navigates us-

ing a cognitive map, a reliable metric would ensure that the

distances measured—either between one’s position and envi-

ronmental landmarks or between the different landmarks—are

represented reliably in an undistorted manner across the

entire space. In the cognitive map framework, the grid pattern

may resemble the longitude and latitude lines in a geographic

map, binding distant cues and landmarks onto a coherent co-

ordinate system.

But what should we expect to find when we speak of a metric

for space? A metric for a space provides the notion of distance

between points in that space. For Euclidean space, the dis-

tances given by a metric system should satisfy the following:

identity—the distance between a point and itself should be

zero; symmetry—the distance from A to B should equal the dis-

tance from B to A; and the triangle inequality—requiring that the

direct distance from A to B is shorter or equal to the distance

from A to B via any third point C. Importantly, for Euclidean

spaces—such as physical space—we expect lines and angles

to remain undistorted throughout the entire space, being

invariant to translation and rotation.

With these requirements in mind, the classic hexagonal firing

pattern of grid cells, as recorded in square boxes of typically

1 3 1 or 2 3 2 m in size, is indeed a strong candidate for serving

as a metric for physical space. The grid pattern is composed of

firing fields, which are the nodes of a spatial lattice pattern in
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Box 1. Grid cells and spatial geometric computations

Several lines of theoretical work suggested that the function of the hexagonal grid pattern is to provide spatial information through

geometric computations. One example for such a computation is path integration, which uses speed and direction signals to up-

date the estimate of the current position of the animal with respect to its last known position.6,10 Other examples of geometric com-

putations focus on decoding the animal’s current position utilizing several discrete grid scales, which were found experimen-

tally.11,12 Specifically, when an animal moves through space, grid cells from the same module (same spatial scale) fire in the

same pattern and same orientation, but at different phases. The suggestedmodulo code treats the different grid scales as a math-

ematical basis.13 The neuron’s grid phase with respect to its grid scale is treated as the ‘‘remainder’’ that remains after projecting

the animal’s location on that basis (inspired by the mathematical modulo operation where the remainder equals the position

modulo the grid scale). The remainders from multiple neurons can then be combined to decode the animal’s position. A mathe-

matical theorem (the Chinese remainder theorem) postulates that the position can be represented by the assembly of remainders

from each scale, i.e., by using different grid cells with different scales.13 Interestingly, this computation requires only a small num-

ber of different grid scales, in accordance with experimental findings, and the coded distances can be far greater than the largest

grid spacing. Using the closely related nested code,14,15 the animal’s current position can be decoded from the intersection of the

firing of all the different scales. Finally, the hexagonal geometry of grid cells was also suggested to allow vector navigation15–17 by

providing a vector to a specific place of interest, such as a roost or a reward location. This vector computation requires, however,

having a perfect global grid with fixed spacing and fixed angles throughout the environment.15,17 The various grid distortions that

we review here pose a major challenge for all of these ideas.

We note that some of these geometric computations were shown to be possible under several types of distorted grids: Edvard-

sen18 demonstrated the possibility to navigate with sheared grids and distorted grids. However, their simulated distortions

occurred away from the goal location (unlike experimental data) and affected different modules differently, such that at least

some spatial information remained undistorted at all locations. Stemmler et al.15 demonstrated that geometric computations

were possible under noise that is akin to grid-field jitter. However, this scheme preserves the underlying global structure of the

grid pattern and does not account for the distortions reviewed here. Thus, these suggestions do not solve the problem of how nav-

igation could occur, given the experimentally observed local distortions that are caused by the geometry and dimensionality of the

arena and by the high-valence locations within it.

In summary, geometric computations by grid cells generally rely in a fundamental manner on the perfect lattice-like periodic repe-

tition of the grid pattern. For these models to work (i.e., for animals to navigate using these proposed schemes), the pattern of a

single neuron must be precisely periodic across the entire space. Therefore, the experimentally observed deviations from perfect

lattice-structure, as reviewed in the current perspective, pose difficult challenges for these kinds of models.

ll
Perspective
which both distances and angles are repetitive and uniform

across space. Furthermore, the grid pattern satisfies the require-

ments of a metric. First, it satisfies the identity requirement: once

learned, the grid pattern in the classical experiments was stable,

and fields were shown to remain in the same locations over

several hours.1 This implies that a firing field representing posi-

tion A will continue to represent that position over time, and

would not gradually drift to a different position in space. Second,

the stability of the hexagonal grid pattern satisfies symmetry: the

firing pattern in a two-dimensional (2D) open field is unaffected

by the direction of travel and by the specific path trajectory.19

This indicates that the distance from node A to node B in the

grid pattern equals the distance from B to A—corresponding

to the Euclidean distance through space and not to the animal’s

specific navigational trajectory. Third, because grids are

embedded in physical Euclidean space, they naturally satisfy

the triangle inequality. As expected from a metric, the grid

pattern was classically shown to maintain its fixed distances

and angles in different familiar environments,20 indicating that

the grid represents the geometric backbone of physical space

and that the geometry is maintained irrespective of the details

of the enclosure. Taken together, experiments in small empty

symmetric environments are nicely compatible with the notion

that grid cells are a metric for physical space and thus can be

used for navigation.4
DIFFICULTIESWITH THE IDEA THAT GRID CELLS ARE A
METRIC FOR SPACE

Although the characteristics of the grid pattern fit the notion of a

metric for space when animals navigate in empty symmetric

boxes—as typically studied in laboratory conditions—evidence

that accumulated in recent years has suggested that this may

not be the case in more complex situations. Multiple recent

studies shifted away from symmetrical and uniform laboratory

settings toward more naturalistic conditions, including using

irregularly shaped environments or introducing salient locations

or prominent objects.21–23 These experiments revealed that un-

der more ethological settings, the grid pattern may become dis-

torted and is no longer globally ordered throughout the entire

space.19,21–26 Further, in three-dimensional (3D) space, the de-

parture from hexagonal lattices is even more pronounced.27,28

In this perspective, we will discuss in detail these various grid

distortions, and the different natural-world elements that induce

distortions and deviations from the classical hexagonal grid

pattern. We will argue that these distortions indicate that the

grid pattern cannot be used as a reliable metric for physical

space in real-world scenarios, and therefore it is unlikely to be

used for long-distance navigation. Furthermore, we will suggest

that these results are at odds with some leading theories of grid

formation, such as continuous attractor networks (see also
Neuron 111, June 21, 2023 1859



Box 2. Continuous attractor models of grid cells

Hexagonal grid firing was widely suggested to emerge from a continuous attractor network5,29 in which the hexagonal pattern

arises out of recurrent network activity rather than being solely due to feed-forward inputs or to processes at the single-cell level.

In this framework, grid cells in the same module (exhibiting the same spacing and orientation, but different phases) are wired by

connections following aMexican hat anatomical profile: neurons with close-by phases have excitatory connections, while neurons

with very different phases have inhibitory connections. This connectivity creates an effective ‘‘neural sheet’’ in which the distances

between the interconnected neurons can be geometrically described on a 2D surface (which does not necessarily map onto the

physical surface of the brain). The Mexican hat connectivity implies that when a cell fires, other cells with non-overlapping selec-

tivity (i.e., with a different grid phase and hence located away on the neural sheet) are inhibited, while cells with similar selectivity

(close-by on the neural sheet) are activated. This architecture creates a bump of activity on the neural sheet, composed of the

active cell and its close-by cells (with which it forms excitatory connections). This ‘‘activity bump’’ then continuously moves along

the neural sheet with the animal’s movement. In some variations of the attractor networkmodels there is a single activity bump,30,31

while in other variations the Mexican hat connectivity creates multiple activity bumps arranged in a hexagonal pattern.5,29 There is

substantial evidence for grid cells arising from such attractor networks, as this framework has been successful in predicting many

experimentally observed phenomena in grid cells.32 This evidence includes the preservation during sleep or during hippocampal

inactivation of the pairwise correlation structure observed during behavior,33,34 the preservation of the relative phases of grid fields

during remapping,20,35 the discrete jumps in grid spacing between different modules,12 and a toroidal topological structure that

was recently discovered in the activity of large ensembles of recorded grid cells.29,36
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Box 2). We shall focus here on grid distortions created by move-

ments of fields from their lattice position, and will not treat the

interesting question of firing-rate deviations from a perfect grid,

whereby field positions remain hexagonal but the firing rates of

different fields are altered.37,38Wewill start with discussing three

aspects that lead to grid distortions: geometry, non-uniformity of

space, and dimensionality of space. We will then present three

alternative interpretations for the function of grid cells, and will

subsequently discuss the mechanisms that may underlie them.

Geometry
A major difference between navigating in real-world scenarios

versus in symmetric small laboratory boxes is the geometry of

the environment. Unlike a square box, the natural world is

geometrically complex and non-symmetric. Rodents in the real

world, outside of the laboratory, need to navigate through non-

symmetric natural countryside,39,40 in compartmentalized

burrow systems,41 and sometimes through the complexity of

our kitchens or sewage systems—all being environments with

complex geometries. Experiments from the last few years sug-

gested that the grid pattern is sensitive to geometric variations,

with non-symmetric geometries leading to distortion of the hex-

agonal grid pattern via translocation of grid fields in the vicinity of

the symmetry-breaking regions in the environment. For example,

when recorded in a trapezoid arena, field arrangement was no

longer hexagonal, with the grid pattern being particularly disrup-

ted in the narrow part of the trapezoid (Figure 1A, middle panel;

compare the actual field positions to the positions predicted by a

perfect lattice [white circles]).21 When the symmetry of a rectan-

gular arena was broken by adding a diagonal movable wall, indi-

vidual firing fields located in the vicinity of the movable wall

shifted away from their global lattice position25 (Figure 1B, note

that the only field that moved substantially [marked with an ar-

row] was the field closest to the diagonal wall). An interesting

interpretation suggested that these effects are a consequence

of the grid pattern being anchored to the borders of the arena,

possibly through an interplay between grid cells and border
1860 Neuron 111, June 21, 2023
cells.43–45 According to this interpretation, in asymmetric boxes

such as the trapezoid arena, the anchoring of the grid pattern to

arena bordersmay indeed produce such distortions because the

neuron’s hexagonal pattern is anchored to multiple borders at

various wall-angles, which together distort the grid and form a

non-coherent pattern.

The grid pattern also breaks in spaces made of multiple com-

partments that allow seeing only the immediate vicinity (‘‘vista

space’’46), similar to burrows and narrow passageways. In

such compartmentalized arenas, the hexagonal grid pattern

has been shown to disintegrate into multiple local patterns,

with a similar firing pattern for each visually similar compartment

of the arena (Figure 1C).19,47 These results suggest that in natu-

ral-world geometries, which are often compartmentalized and

occlude vision of the surroundings, the grid pattern’s global or-

der may not hold.

Interestingly, substantial distortions of the grid pattern are

apparent even in the well-studied symmetric and small environ-

ments. First, two studies showed that as an animal travels away

from a boundary, the hexagonal grid pattern drifts in space with

the passage of time since the last boundary encounter.44,45 The

grid pattern is then reset to its original position upon a renewed

visit to a boundary. Consequently, the pattern depends on the

animal’s travel history: the represented distance between points

A and Bmay be coded differently depending on when the animal

last visited the boundary, which violates the demand for identity

(distanceA/B s distanceA/B). Likewise, the represented dis-

tance from point A to the boundary may differ from the repre-

sented distance in the opposite direction, which begins with a

resetting-encounter with the boundary—violating the demand

for symmetry (distanceA/B s distance B/A). These results indi-

cate that the grid pattern drifts in space and that the arena

boundaries serve as an error-correction mechanism for this drift.

Second, symmetric arena boundaries may also induce distor-

tions of the entire grid pattern (rather than of an individual field).

Such a boundary-induced global distortion has been shown in

the ‘‘shearing effect’’ (Figures 1D and 1E).42 Shearing of the
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Figure 1. The geometry of the experimental arena can distort the grid pattern
(A–C) Three examples of grid cells that showed a hexagonal lattice when recorded in rectangular boxes (left column), but exhibited a distorted grid pattern or
completely broken grid when the same cells were recorded in non-rectangular asymmetric arenas with complex geometry (middle column). Left and middle
columns show 2D firing-rate maps, color-coded from zero (blue) to maximal firing rate (red). Right column shows examples of naturalistic scenarios corre-
sponding to these asymmetric experimental arenas (photos: Shutterstock).
(A) The grid is distorted in a trapezoid arena.White circles in themiddle panel depict the expected field positions of a perfect hexagonal grid; note the deviations of
the real grid fields in the narrow part of the trapezoid, indicating grid distortion. Taken with permission from Krupic et al.21

(B) The grid is distorted in asymmetric environments. The arrow in the middle panel shows the movement of the field that was closest to the diagonal wall, from its
original position (the base of the arrow) to its new position (the tip of the arrow). White circles depict approximate field positions; note that the field movement
created a non-equilateral triangle. Taken with permission from Krupic et al.25 Right: in natural conditions, animals often navigate through asymmetric envi-
ronments.
(C) The grid pattern breaks down in a multi-compartment environment where vision is restricted to one compartment at a time. Taken with permission from
Derdikman et al.19 Right: prairie dogs are rodents that build complex underground tunnel systems consisting ofmultiple compartments. Many other rodents, such
as rats, also build multi-compartment tunnel systems.41

(D and E) Shearing effect, taken with permission from Stensola et al.42

(D) The grid pattern is affected by arena boundaries, which can distort the grid even in a square symmetric arena. Compare the solid-line ellipse, which marks the
ellipticity of this neuron’s field arrangement, with the dotted circle that corresponds to a hypothetical perfect undistorted hexagon.
(E) Wall-induced shearing and fragmentation of the grid is more pronounced in large environments. Depicted are grid patterns recorded in rats in a 2.2 3
2.2 m box.
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pattern describes a phenomenon in which the firing fields move

along the axis of the boundary, as if the boundary were exerting a

‘‘force’’ on the grid fields, resulting in an elliptical grid pattern.

Fields close to the boundary move together, as if the exerted

force is strongest near the boundary and weaker away from it.

This is in contrast to the above-mentioned drift, in which the

pattern close to the boundary is more reliable; here, the opposite

is true: the force is larger on fields located in the vicinity of the

boundary and they are less reliable than those in the middle of

the arena. The border-induced shearing effect has been shown

to be coupled to a border-induced compression effect, which
locally moves fields from their perfect-lattice positions.48

Notably, the shearing effect was more pronounced in larger

arenas in which the grid pattern may also be locally fragmented

(Figure 1E).42 These results suggest that distortions would be

more severe in the real world, where open environments are

much larger than typical laboratory boxes, and therefore

shearing distortions would be even more dramatic and pattern

drifts may not be easily corrected.

Some of the geometry-induced grid distortions were shown to

be transient in time. For example, when an animal encounters a

novel environment, the grid pattern was shown to expand at first
Neuron 111, June 21, 2023 1861
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Figure 2. Areas of interest and valence distort the grid pattern
Examples of experimental arenas with ‘‘hotspots’’ of high valence locations: such non-uniform arenas distort the grid pattern locally around the locations of
importance. Left column: the grid pattern when recorded in uniform boxes with no distinct areas of high behavioral valence. Middle column: when the same two
cells were recorded in non-uniform arenas, the hexagonal pattern was distorted. Right column: examples of naturalistic scenarios corresponding to these
experimental arenas (photos: Shutterstock).
(A) Grid fields shift toward distinct areas of reward (such as a sink full of food scraps in a real-world scenario; this wasmimicked herewith a stable location in which
food was present). These shifts locally break the global hexagonal pattern. Black circles represent reward locations. Taken with permission from Boccara et al.23

(B) Grid fields shift toward areas of valence; in this case, toward a sheltered area (such as a sheltered nest in a real-world scenario; this was mimicked here with a
box with high walls providing shelter in an open-field arena—this box could be either the home box or a cardboard box). This local field-shift breaks the global
hexagonal grid pattern. Left panel: first session, without box; dashedwhite linemarks future box position.Middle panel: second session; solid white linemarks the
position of the box, which provides shelter. Taken with permission from Sanguinetti-Scheck and Brecht.22
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but then shrink back during familiarization.11,49 Patterns chang-

ing over time are unlikely to form a reliable metric because the

distances and angles between nodes are different at different

times. When an animal visits two compartmentalized areas,

such as two boxes connected by a corridor47 or separated by

a wall,50 the grid patterns in the two boxes were shown to be

initially incongruent, being shifted in spatial-phase relative to

each other. However, once the corridor was opened or the sepa-

rating wall was removed, and the animal started traveling in the

combined environment, the two separate firing patterns gradu-

ally morphed into a continuous pattern that covered both com-

partments.47,50 Interestingly, Wernle et al.50 demonstrated that

after removal of the wall, the grid pattern changed in the vicinity

of the removed wall but never reached a global lattice structure,

and remained locally distorted in the region where the separating

wall used to be. These field-rearrangement processes lasted be-

tween a few hours and several weeks.11,47,49,50 Such temporal

dynamics are inconsistent with the stability required for a spatial

metric.

Overall, recent studies have shown that the geometry of the

arena’s boundaries often modifies and distorts the grid pattern.

These distortions appear in multiple forms, such as translocation

of individual fields, shearing of the entire grid pattern, and frag-

mentation of the grid; and some of these distortions are influ-

enced not just by the spatial geometry per se but also by the

animal’s travel history. These changes may be permanent or

transient in time—but in either case, such distortions present dif-

ficulties for the notion that the grid serves as a veridical and reli-

able global metric for space.
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Non-uniformity of space
An additional factor that affects the grid pattern is the non-unifor-

mity of the environment in the real world. Whereas the inside of a

laboratory box is usually uniform, with food being delivered

randomly and uniformly throughout the box, this is rarely the

case in natural environments. In naturalistic settings, valence is

not uniform across space; instead, there is a non-uniform distri-

bution of rewards, goals, shelters, and other important places of

high valence that shape animals’ behavior. Interestingly, the grid

pattern has been shown recently to engage with high-valence lo-

cations. For example, in the presence of a food reward, individ-

ual fields in the vicinity of the reward were shown tomove toward

it, distorting the hexagonal pattern locally around the reward

location (Figure 2A).23 Individual fields could also move toward

areas of motivational importance, such as a sheltered area or

the home cage (Figure 2B).22 Such distortions, manifested by

local displacements of individual firing fields, pose a problem

for the notion that the grid pattern constitutes a rigid and uniform

global metric for space.

Interestingly, these studies22,23 utilized novel locations of

reward (such as food or shelter)—so novelty and learning could

play a role in the reported grid distortions. By contrast, another

study26 used a highly familiar reward location and found that the

individual grid fields did not strongly shift toward the reward;

rather, the entire grid pattern shifted (remapped) rigidly to position

a grid field next to the reward location. This may indicate that at

the population level, across many grid cells, there is an over-rep-

resentation of grid fields near the reward, which means that the

population of grid cells does not cover space uniformly anymore.
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This possible difference between novel and familiar reward lo-

cations raises several interesting questions. The first question

concerns the role of experience. It would be interesting to

examine the dynamics of the grid distortions over time, while

the reward location ceases to be novel and becomes highly

familiar. In particular, how do grid cells transition from local dis-

tortions to global shifting toward the reward? Second, does the

removal of a reward elicit the return of the grid to its original struc-

ture? The third question concerns the encoding of multiple

reward locations. Although it is easy to envision how a local-

distortion mechanism22,23 could represent an arena containing

several rewards—the grids could simply distort independently,

locally near each one of the rewards—it is unclear how multiple

rewards could be encoded via a global-shifting mechanism.26

Toward which reward should each pattern shift? Does the pop-

ulation of grid cells split such that some neurons shift their grid

pattern toward one reward and other neurons shift toward

another reward? One possibility is that this phenomenon26 re-

flects shifts of hippocampal place fields toward rewards, and

perhaps different subpopulations of place cells shift toward

different rewards.

In summary, several studies have shown that high-valence

locations cause distortions in the grid pattern. However, there

are also many open questions regarding the precise nature of

these distortions, and what exactly constitutes a ‘‘high-valence

location.’’

Dimensionality of space
A final problemwith the notion that grid cells serve as ametric for

space is posed by the structure of the grid pattern in 3D. Surface-

dwelling animals regularly traverse non-horizontal surfaces,

while other animals move in a volumetric manner through 3D

space. On one hand, when recorded on mildly slanted surfaces

(40� slant), the firing patterns of rodent grid cells were almost un-

altered.51 On the other hand, on vertical walls, the picture was

completely different.52 When comparing grid cells on a vertical

wall versus a horizontal floor, the grid pattern was dramatically

disrupted on the wall: more than 60% of the neurons that ex-

hibited a clearly hexagonal grid on the horizontal plane lost their

grid pattern on the vertical wall. Most of the remaining neurons

exhibited an increased grid scale or a disrupted grid on the ver-

tical wall (Figure 3A).52 Such dramatic elimination and distortion

of grid coding on vertical walls seems inconsistent with the

notion of a global metric for space.

In bats flying volumetrically through 3D space and in rats

climbing inside a 3D volumetric structure, grid cells were recently

shown to exhibit distinct, roughly spherical firing fields; however,

the multiple spherical fields of 3D grid cells lacked any global lat-

tice arrangement—in both bats and rats (Figures 3B and 3C).27,28

Instead, grid cells in flying bats exhibited firing fields that were ar-

ranged in a local order in which there is a characteristic distance

between neighboring fields. This local order could not be ex-

plained via shearing of the grid by the room’s walls, as was veri-

fied by ‘‘un-shearing’’ analysis; thus, the grid geometry in 3D is

genuinely different from 2D.27

The lack of a global lattice in 3D grid cells is of concern. As

argued above, a metric for a Euclidean space requires global

order (i.e., conservation of both distances and angles), and this
order must be uniform across space. In 3D grid cells, these re-

quirements are only partially satisfied. In bats, while the local dis-

tances between neighboring fields remained relatively uniform

throughout the space, the angles between triplets of fields

were not constant, and thus a global periodic lattice did not

emerge.27 The lack of a globally ordered 3D grid pattern in

bats and rats suggests that grid cells are unlikely to serve as a

global metric for 3D space.

IF GRIDS ARE NOT A GLOBAL METRIC FOR SPACE,
WHAT IS THEIR FUNCTION?

Most theories on the possible functions of grid cells strongly rely

on the notion of a globally ordered periodic hexagonal lattice

(Box 1). However, as discussed above, multiple recent studies

have shown that the grid pattern deviates dramatically from a

globally ordered hexagonal lattice whenever the environment is

large, non-empty, 3D, contains multiple compartments, displays

non-symmetric geometry, or has a non-uniform valence of its

contents. Most of the studies we surveyed above showed that

from 60%up to nearly 100%of the grid cells exhibited deviations

from hexagonality. All these conditions are expected to be even

more severe in natural real-world complex environments, mak-

ing the grid distortions and the associated problems reviewed

above even more pronounced during naturalistic navigation.

These distortions may undermine the classical view of grid

cells as providing a global Euclidean metric for space. However,

cognition may still require a metric that can be used for naviga-

tion, even if this metric is non-Euclidean. This raises the obvious

question: what navigational information does a distorted grid

pattern provide? We propose that grid distortions can shed light

on the function of grid cells. We will consider functional implica-

tions along three different axes. In the first axis, we will discuss

whether grid cells provide a global versus a local metric for

space. In the second axis, we will discuss whether grid cells pro-

vide ametric for objective physical space or rather for subjective,

action-relevant space. In the third axis, we will discuss whether

the grid pattern represents continuous space itself, or rather

whether it represents discrete entities within space. Although

these are three separate axes—addressing three separate

questions—they are not necessarily mutually exclusive. We

also note that grid distortions have interesting implications for

themechanisms of grid cells, which we will review subsequently.

But we shall start with grid function.

Functional hypothesis 1: Grid cells form a local metric
system
The first axis that we will discuss in light of grid distortions con-

cerns the question of whether grid coding constitutes a global

metric for space or a local metric for space. Distortions of the

grid pattern mean that the pattern’s characteristic global order

is disrupted. The grid pattern is classically thought to provide a

global metric for space due its repetitive pattern throughout the

space. How can the grid serve as a metric for space if it

exhibits distortions? One may reconcile the existence of distor-

tions with the idea of a metric for space by relaxing the require-

ment for a global metric. A local metric system (Figure 4A) could

provide a measure of distances or angles in space, but only
Neuron 111, June 21, 2023 1863
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Figure 3. Dimensionality fundamentally affects the structure of the grid pattern: 3D grid cells do not exhibit a global hexagonal lattice
(A–C) Examples of grid cells recorded in non-classical arenas with a 3D component.
(A) Example of a grid cell in which the grid pattern was distorted when recorded on a vertical 2D surface (right) as compared with the same cell recorded in the
classical manner on a horizontal 2D surface (left). Taken with permission from Casali et al.52 Right column: surface-bound animals such as rodents are excellent
climbers and often traverse vertical 2D surfaces. Photo: Shutterstock.
(B) Three examples of 3D grid cells in rats, which were recorded in medial entorhinal cortex (MEC) while the rats climbed a 3D volumetric structure. Field ar-
rangements lack a global order (no lattice). Taken with permission from Grieves et al.28 Photo: Shutterstock.
(C) Three examples of 3D grid cells in bats, which were recorded in the bat MEC while the bats flew volumetrically in 3D space. Field arrangements lack a global
order but were found to exhibit a local order, with fixed local distances between neighboring fields, suggesting a local metric for space. Taken from our work in
Ginosar et al.27 Photo credit: Steve Gettle.
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locally. We suggest that a pattern which is useful locally may

either contain angles and distances that are fixed only on

average (see illustration in Figure 4A), or it may be created

from patches of perfectly ordered patterns sewn together

with distortions. Such a system would be reliable at short dis-

tances from a known position (such as a landmark). However,

upon traveling long distances, a local metric will accumulate er-

rors and will not suffice for navigation.

Related to the issue of accumulation of errors, another impor-

tant notion is that of path integration, which was strongly linked

to grid cells.6 As mentioned above, path integration is the pro-

cess of estimating the animal’s current position by integrating

its past trajectory.10 It is noteworthy that most animals (with

the exception of desert ants) are in fact not capable of successful

path integration over long distances, when sensory cues are

eliminated entirely. Rodents are completely disoriented after
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they perform as few as 3 rotations in the dark and are then not

able to path-integrate anymore.54 Likewise, humanswere shown

to lose their way very quickly during a blindfolded walk.55,56

Further, it is questionable whether there is an ecological need

for mammals such as humans and rodents to navigate long dis-

tances without any cues such as boundaries or landmarks. We

therefore suggest that it is much more likely that the activity of

grid cells is used as a metric for space only over short distances

from informative locations—possibly by path-integrating over

short distances.44

Indeed, the grid pattern was proposed to anchor to specific

boundaries of the arena and produce an ordered pattern in the

local vicinity of the boundary.44,45,57 This is consistent with the

notion that the grid serves as a local metric system, which pro-

vides a means for local path integration near areas of informa-

tion, where the animal knows where it is, e.g., near the boundary.
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C

Figure 4. Possible interpretations of grid distortions
(A) Hypothesis 1: the grid pattern consists of characteristic fixed distances between neighboring fields (local hexagons), which can be utilized as a local metric
for space.
(B) Hypothesis 2: the grid pattern is a metric for subjective action-relevant space. Shown is a cartoon illustrating a subjective action-relevant representation of
Manhattan for New Yorkers. Reproduced with permission from Saul Steinberg, ‘‘View of theWorld from 9th Avenue,’’ cover of The New Yorker, March 29, 1976.53

(C) Hypothesis 3: in a loose analogy to general relativity theory, where a distortion of spacetime indicates the presence of a large mass, we suggest here that the
ordered grid pattern is used as a backbone map, whose distortions indicate the presence of a high-valence location (as in Figure 2). Thus, the deviations from a
perfect hexagonal grid can encode information about areas of interest and valence.
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If so, the grid should be anchored to the boundary, and move-

ment of the boundary would cause a grid distortion near it—as

was found experimentally.25 Further, the notion that grids pro-

vide a local metric for space may also explain how grid cells

could be useful, despite the shearing phenomenon,42 because

the effect of shearing on local distances may be negligible.

The idea of grids serving as a local metric system begs the

question of how different local hexagonal grid patches with a

local metric are ‘‘sewn’’ together to enable long-range naviga-

tion. The concern is that self-localization errors would accumu-

late rapidly as the animal passes from one local patch to another,

where each patch may have a different orientation (this would be

problematic, assuming that the grid is also used to encode direc-

tion). For example, if we take Figure 4A and assume a 1-m

spacing (wavelength) for this pattern, then if an animal needs

to navigate over a 100-mdistance using such a pattern—passing

through �100 local patches of �1-m size each—then the error

accumulating over these 100 ‘‘sewing’’ operations will inevitably
lead to complete disorientation.58 One potential solution for this

concern lies in the fact that the local grid patches are registered

through external localizing input, such as vision, audition, or so-

matosensation, by resetting the estimated orientation of the an-

imal at specific landmarks or encountered boundaries.45,58–60

Alternatively, grids may be used only for local navigation or for

locally ‘‘filling holes’’ in positional information when no sensory

cues are available, while long-range navigation is performed

elsewhere in the brain. The latter possibility is consistent with

the recent experimental results on 3D grid cells in bats, where

we found fixed local distances between grid fields in 3D, and

proposed that 3D grid cells could be used for 3D local naviga-

tion—despite not exhibiting a global 3D lattice.27 Our finding of

a local metric in 3D prompted us to suggest a phenomenological

model of interactions between the grid fields of each neuron.

These interactions lead to local order and can explain both the

classical global hexagonal grids in 2D as well as our findings of

local order in 3D in bats. Specifically, in that work,27 we showed
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that when we impose in the model a roughly characteristic local

distance between fields along a 2D surface, the fields become

arranged in a hexagonal grid pattern along the surface. When

imposing this same local-distance constraint in 3D, spherical

fields were arranged in a local, but not global, order. We will

discuss in more detail below (in the section on grid cell mecha-

nisms) the relationship between this type of model and mecha-

nisms supporting a local metric system.

Functional hypothesis 2: Grid cells provide a metric for
subjective action-relevant space
In the second axis, we propose that the existence of grid distor-

tions raises the need to rethink the role of grid cells as providing a

metric for the objective Euclidean space. Given that the

Euclidean space itself is not distorted, why should its underlying

metric be distorted? We suggest that the distortions that we re-

viewed here, which often align with areas of subjective interest,

might indicate that the grid pattern serves as a metric for subjec-

tive action-relevant space (see also Jeffery61). The subjective

space itself may differ from the physical space, and we propose

that these differences could be encoded by different grid

spacing, being morphed continuously across space in accor-

dance with subjective perception. A navigating animal may in

fact benefit from having higher resolution and accuracy in repre-

senting areas of high interest (such as areas with higher density

of rewards, higher behavioral relevance, etc.). Evidence of grid

fields moving toward specific rewarded locations23 may support

this idea. However, we propose that the grid pattern should also

be tested in large rewarding zones (beyond punctate locations of

reward) and that it should be compared with the grid pattern in a

zone of the same size with a neutral importance. For example,

think of the floor of a bakery or a chocolate factory compared

with a neutral warehouse of the same size. Likewise, an animal

may benefit from having a different resolution in areas that are

best avoided—for example, short distances in the physical

space may be deemed long in the action-relevant space if it pre-

sents danger (or vice versa). Indeed, coding of space by hippo-

campal place cells is altered by fearful experiences.62,63 Howev-

er, this was not examined in grid cells. Another variable that may

affect the subjective space is the ease of travel through different

areas of space, whichmay alter the velocity signal in the animal’s

brain. This was suggested to explain the increased grid scale in

rats on vertical walls,52 which require large effort to traverse. In

this respect, it would be interesting to examine how the activity

of speed cells in the medial entorhinal cortext (MEC)64 is altered

depending on the perceived ease of travel. Similarly, a short dis-

tance between the two sides of an unpassable barrier would be

encoded as a much larger distance in the action-relevant space,

discouraging the animal from hopelessly trying to pass through

it.65 Thus, according to this hypothesis, the grid pattern does

not provide a veridical representation of Euclidean space, but

instead it provides something that may be more useful for guid-

ing actions during navigation: a veridical metric representation

for subjective, action-relevant space. Such a representation is

reminiscent of how we often perceive space in a non-Euclidean

manner that is incongruent with physical space itself. Consider

the famous cover of The New Yorker created by Saul Steinberg

in 1976, which illustrates a well-known subjective feeling
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(Figure 4B). In this illustration, space is morphed by subjective

importance, relevance, and actions, in a manner that may be

consistent with data on grid distortions. Indeed, a recent study

tested human memory in a trapezoid environment that was

similar to the one shown in Figure 1A and found distortions in hu-

man spatial memory at the same locations where rodent grid

cells were distorted in the trapezoid.66 However, a direct link be-

tween neural representation and subjective perception is yet to

be shown. Overall, we speculate that animals may benefit from

maintaining a metric that varies in different areas, where space

is subjectively perceived differently; for example, they may

hold one metric for a difficult-to-pass high grass and another

metric for an easily traveled pavement. At the same time, the

exposed and dangerous parts of the pavement may be repre-

sented at a different resolution than the sheltered, well-ac-

quainted parts.

Many of themodels that treat grid cells as a positioning system

rely on the repetitive and ordered geometry of the grid pattern

(Box 1), but this was shown to be distorted in the experimental

studies reviewed above. Thinking of grid cells as a positioning

system in a subjective action-relevant space (which may be

prone to distortions itself) may resolve this discrepancy. Specif-

ically, the distorted grid may represent position within the dis-

torted subjective space. A related idea was proposed in the

framework of the ‘‘successor representation,’’ in which hippo-

campal place cells do not encode space per se; instead, place

cells code typical behavioral trajectories through space65,67

(this applies to both physical space and abstract spaces; see

Box 3 for discussion of grid cells in abstract spaces). Place cells

simulated via the successor representation framework capture

place-field deformations near boundaries or near points of inter-

est. Further, it has been shown in these studies that computing

the leading principal components of place cells’ activity yields

periodic neural activity patterns akin to grid cells.65,67,74 It there-

fore follows that the behaviorally induced deformation of place

cells, as predicted by the successor representation, propagates

to yield deformation of grid cells. Indeed, Stachenfeld et al.65

found the predicted deformations of simulated grid cells in the

hairpin maze and in trapezoid environments. It would be inter-

esting to conduct similar analysis for reward locations.

Finally, we note that the proposal that the grid pattern veridi-

cally and accurately represents an action-relevant subjective

space (which is distorted relative to objective space) raises key

questions regarding the interplay between distortions of the

grid pattern and distortions of subjective perception. We will re-

turn to this issue below.

Functional hypothesis 3: Grid distortions carry useful
information
Finally, distortions of the grid pattern seem too common to be

treated as a ‘‘bug’’; in fact, these distortions are so prevalent

and easy to elicit experimentally that they may be a feature of

the grid system. With this in mind, in the third axis we propose

to rethink the basic assumption that the grid pattern’s order is

what carries information about continuous space. Instead, the

grid pattern distortions could represent discrete locations within

the space through deviations from order, where these deviations

serve as ‘‘flags’’ marking locations of interest. This would mean



Box 3. Utilizing grid distortions for understanding grid cells in abstract spaces

The hexagonal grid pattern was discovered in the context of 2D spatial surfaces on which rodents navigate, and thus the grid

pattern is thought to represent physical 2D space. Consistent with this, studies of humans using functional magnetic resonance

imaging (fMRI) revealed a hexadirectional signal as the subjects navigated in a virtual 2D space, thus providing indirect evidence for

grid cells in the human entorhinal cortex.68 Surprisingly, a similar hexadirectional signal was found also when subjects mentally

‘‘navigated’’ through a 2D abstract space in which one dimension was a bird’s beak size and the other dimension was a bird’s

leg size69—suggesting that the grid pattern represents 2D abstract spaces as well.

The discovery of a hexadirectional signal in abstract spaces, indicating grid-like activity, supported the idea that the grid pattern

may create a representation of any continuous 2D topology, which could be an abstract space or physical space. It was thus sug-

gested that the features of stimuli (e.g., the beaks and legs of birds) might form the dimensions of an abstract space70 and that the

grid pattern creates a metric for these stimuli and provides a framework for learning their relationships.71 Another possible expla-

nation for the emergence of the hexadirectional signal in both physical and abstract spaces, treats grid cells as encoding an item’s

serial position within a sequential series of events.72 Such a series could be a spatial series of locations in the case of spatial nav-

igation or a non-spatial series in some abstract space if the behavior is non-spatial. Although most contemporary ideas suggest

that the grid system represents spaces—of which the physical space is one example—Spiers73 suggested that while the grid sys-

tem can code both physical and abstract spaces, the maps for physical and abstract spaces are separated in the brain. According

to this suggestion, spatial maps are located in the posterior/dorsal parts of the hippocampal formation (which have spatial inputs),

whereas non-spatial maps are located in the anterior/ventral parts (with non-spatial inputs).

In order to examine whether the grid pattern is indeed a general metric for any space, be it physical or abstract, one could ask

whether the grid pattern behaves in the abstract space as it does in the physical space. This can be done by studying the grid sys-

temwhen it deviates from its classical hexagonal symmetric pattern. We propose harnessing the deviations from perfect hexagon-

ality, as were reviewed in this perspective, to glean insights on the relations of maps for physical and abstract spaces in the brain.

Specifically, we suggest that the hexadirectional signal in abstract spaces should be examined in: (1) an abstract space with an

area of valence, analogous to reward zones in the experiments done for 2D physical space22,23 (Figure 2); and (2) a 3D abstract

space, for example, a space consisting of birds’ beak-length3 leg-length3 head-height. Would one find local-but-not-global or-

der in such 3D abstract space, akin to the bat grid cells that we recorded in 3D physical space27 (Figure 3C)? Such experiments

should probably be done using single-neuron electrophysiological recordings in human patients, rather than fMRI. This is because

fMRI methodology may not be suitable for revealing localized distortions or a local order, as these would not induce a hexadirec-

tional global signal that could be detected using fMRI. These experiments would therefore be quite challenging; however, it is

important to conduct them because they could shed light on whether grid cells behave similarly in physical and abstract spaces,

and whether the grid system is adequate to serve as a metric for abstract spaces.
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that the important information of the grid pattern lies in the

deviations from order rather than in the order itself.

In the theory of general relativity, distortions of spacetime

indicate the presence of a large mass, such as a star or a

black hole.75 We suggest, in a very loose analogy, that the

distortions of the grid pattern carry information about areas of

importance—much like the distortions of spacetime in general

relativity that carry information about regions with a large

mass. Thus, perhaps the function of the perfectly ordered hexag-

onal grid, which is observed in symmetric environments, is not to

represent metric spatial information. Rather, the perfect order

makes the deviations from it stand out, and it is these deviations

from the grid—rather than the grid itself—that are the key

feature, as these deviations encode places of importance in

space (see illustration in Figure 4C). This idea may explain the

local distortions in 2D grids that are created by reward zones,

home boxes, and other areas of high valence (Figure 2).22,23,26

Borders of asymmetric parts of the environment may also be re-

garded as high-valence locations, as they provide useful infor-

mation about the animal’s whereabouts, meaning that this third

hypothesis may possibly also explain geometry-based grid dis-

tortions.

In contrast to axis 1, axes 2 and 3 both entail an element of the

subjective world of the animal. In axis 2, the grid is morphed and
scaled by the animal’s areas of interest as it creates a metric for

the continuous space that is being used subjectively; for

example, the same neuron may exhibit one grid-spacing in an

agricultural field but a different grid spacing in nearby moors, re-

flecting their different subjective value. In axis 3, on the other

hand, space itself is not represented continuously. Rather, the

grid pattern is used to mark and represent the discrete locations

of interest that lie within the space; e.g., a fruit tree in the middle

of an agricultural field or a resting boulder in the middle of the

moors. Therefore, axes 2 and 3 lead to distinct predictions

regarding grid distortions. If the grid pattern creates a metric

for subjective space (hypothesis 2), the pattern would exhibit

different resolutions in different zones that have different subjec-

tive meaning, e.g., agricultural field versus moor, as in the

example above. Importantly, we expect that the changes in

grid spacing will unfold slowly over space, such that each grid

resolution will cover entire large zones. However, if the grid

pattern mostly marks locations of importance through discrete

punctate distortions (hypothesis 3), we expect to find a regular

grid across the entire space, dotted with punctate very-local dis-

tortions marking distinct locations of interest. In the example

above, we will expect a perfect uniform grid that covers both

the agricultural field and the moor, and the grid should be dis-

torted only near the punctate fruit-tree and boulder, which are
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Figure 5. Possible read-out of grid distortions
Detecting grid distortions based on local distances between grid-fields.
Shown are examples of two simulated grid cells. Left: field locations. Right:
field locations after Gaussian smoothing, constituting an effective firing-
rate map.
(A) Example of a simulated grid cell in an empty 2D square arena. This cell does
not show any grid-distortions.
(B) Grid cell in an arena with reward in the middle—showing grid-distortions.
Note on the right the region of high firing rate at the reward position (yellow
hotspot). Spatial smoothing in both (A) and (B) was done with s = 0.2 m and bin
size = 0.1 m. Notably, a similar output would result from a temporal smoothing
operation by a downstream reader (decoder), as biological neurons typically
perform temporal smoothing. The high firing rate of the neuron in (B) signals the
presence of a high-valence location, such as a reward location, without the
need to compare to any ‘‘reference’’ grid with a perfect hexagonal lattice.
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the only two specific locations of interest. In other words, here

we expect to see very discrete and localized distortions, and

these distortions should occur at discrete, punctate locations

of interest. Of course, there could also be a combination of hy-

potheses 2 and 3: grid cells may show different spacings in

zones of different subjective value, such as the agricultural field

versus the moor (hypothesis 2), and also show distortions near

punctate locations, such as the fruit-tree and the boulder (hy-

pothesis 3).

In the case of hypothesis 3, we may ask: how could discrete

punctate distortions be read out? A downstream decoder needs

to detect these deviations from a fixed local distance, signaling

important areas. One possibility is that the distorted grids are

compared with a non-distorted veridical map. This requires the

existence of perfect ‘‘ground-truth’’ grids that are never dis-

torted, which could serve as a veridical referencemap. A second

possibility is that the distortions are not compared with any per-

fect grid, i.e., there is no veridical map. Instead, the read-out can

be based on changes in local distances between grid fields

(compare Figure 5A, left and Figure 5B, left) or on changes in

local density of grid fields, inducing heightened activity at loca-

tions of interest (compare Figure 5A, right and Figure 5B, right;

note the hotspot indicating the existence of a location of inter-
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est). As shown in Figure 5, it is indeed possible to read out the

local distortions in the grid—which encode high-valence loca-

tions—without comparing to any perfect veridical grid as a refer-

ence; thus, there is no requirement for having a perfect grid

anywhere in the brain. Importantly, it is the distortion of the

grid pattern, rather than its order, which is informative—

providing information about important objects and rewards

and high-valence locations. It thus suggests that the essence

of the locally ordered equidistant fields is in fact to provide a use-

ful ‘‘canvas’’ that can accommodate the deviations from the

characteristic distance between fields, while binding different

areas of importance together in the same backbone. Additional

experimental work would need to also validate this interpretation

for 3D space by examining whether the local arrangement of 3D

grids is distorted near locations of high behavioral valence.

Following our discussion of possible functions of grid cells and

their distortions, we next discuss themechanisms through which

such functions could be implemented and read out.

GRID CELL MECHANISMS CONSISTENT WITH THE
THREE PROPOSED FUNCTIONS

Possible mechanism I: Local pairwise interactions
A possible mechanism that may accommodate grid distortions

and the three proposed grid functions is pairwise interactions

between grid fields. In Ginosar et al.,27 we modeled the grid

pattern as emerging from effective pairwise interactions be-

tween fields—akin to interactions between particles in physical

systems (see also Krupic et al.24). According to the pairwise in-

teractions model, close-by fields repel each other while far-

away fields attract each other, resulting in a fixed characteristic

distance in-between adjacent grid fields (determined by the dis-

tance of the ‘‘well’’ in the potential energy function shown in

Figure 6A, left). These types of interactions between firing fields

could be created by plasticity mechanisms in feed-forward syn-

aptic inputs to grid cells.76 Such plasticity mechanisms acting in

synapses from hippocampal area CA1 to MEC neurons were

shown, theoretically, to create effective pairwise interactions be-

tween firing fields of grid cells.77–79 We demonstrated that when

applying such a model to fields residing on horizontal 2D sur-

faces, a hexagonal globally ordered grid pattern emerges in

many of the neurons (Figure 6B, left; 2D square arena). However,

when applied to fields in 3D space, the pattern does not crystal-

lize into a hexagonal grid but rather exhibits an arrangement with

equidistant fields only locally—as seen in the bat experimental

data in 3D (Figure 6B, right; 3D arena).27

Here, inspired by Krupic et al.,24 we extended our model of

pairwise interactions between fields to include repulsion of fields

away from nearby geometric borders of the environment, and

attraction of fields toward nearby high-valence zones such as

reward locations. The energy function used in this extended

model describes a field’s potential energy and is composed of

three terms, indicating the three entities that a field interacts

with, as follows (see also Figure 6A):
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Figure 6. A model of pairwise interactions captures grid distortions elicited by geometry, reward zones, and dimensionality
(A) Energy potential used in ourmodel. The three plots depict separately the three components of themodel as a function of distance, inmeters (the three potential
energy functions are indicated). Left: interactions between fields, according to the Lennard-Jones potential, as used in Ginosar et al.27 The Lennard-Jones
potential exhibits repulsion at close-by distances and attraction at farther distances, creating a characteristic stable distance between fields at the minimum
of the potential energy. A noise term (temperature, T) allows deviations from precisely fixed distances. Middle: interaction between a field and the wall of the
experimental arena in which fields are repelled from the wall. Right: interaction between a field and a reward zone or other high-valence location, whereby fields
are attracted to high-valence areas. Each type of interaction (field-field, field-wall, and field-reward) was simulated using a scaling factor Ainteraction and a length-
scale parameter r0, indicating the interaction distance. See the full potential-energy equation of the model in the main text. For interactions between fields, we
used Af = 4 and r0 = 0.5 m for 2D arenas, and r0 = 1 m for 3D arenas (as in Ginosar et al.27). For the repulsion of fields from walls, we used Aw = 50 and r0

w = 0.1 m.
For the attraction of fields to reward sites, we used Ar = 108 and r0

r = 0.03 m. In all scenarios, we used the same temperature as fitted to the 3D experimental data
from the bat, namely T = 100.5.27

(B) Examples of simulations using the pairwise interactions model in a 2D square arena, an arena with trapezoid asymmetric geometry, an arena with a reward
zone in the center, and a 3D arena. Themodel captured the hexagonal grid pattern in the 2D square arena (left) as well as the experimentally reported distortions of
the global grid pattern exerted by asymmetric geometry and by a reward zone (middle two panels), and also the local-but-not-global grid arrangement in 3D
arenas, which was found in flying bats (right). The gray lines in the 2D arenas highlight the grid distortion in the arena with asymmetric geometry and the arena with
reward. We used the same density of fields in all 2D simulations (2D square arena, asymmetric geometry, and arena with reward in the center). Note that the 2D
square arena and arena with reward in the center also contain the same number of fields (N = 30).
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The first term on the right hand side (Af...) describes interac-

tions between fields, using the Lennard-Jones potential, the

same as we used previously27 (Figure 6A, left). It consists of

repulsion at short distances and attraction at long distances,

and this energy is summed over all the field pairs. The second

term (Aw...) represents the interaction between each field and

the walls (Figure 6A, middle). We computed here the repulsion

exerted on each field by all the walls. The third term (Ar...) cap-

tures each field’s interaction with a nearby reward location

(Figure 6A, right); here, the field is attracted to the reward (or to

other locations of high valence), and the attraction is indicated

by the minus sign. The parameters r0, r0
w, r0

r represent interac-

tion length scales with other fields, walls, and reward locations,

respectively. The parameters Af, Aw, Ar are the scaling factors

of each energy term. This model, which successfully described
grid-field arrangement in 2D square arenas and in 3D rooms,27

was here able to also capture the grid distortions observed

experimentally in asymmetric 2D trapezoid arenas and near

reward locations (Figure 6B, asymmetric geometry—note the

grid angle is changing across space; and Figure 6B, reward in

the center—note the high density of fields in the center). These

three interactions—field-field, field-wall, and field-reward—al-

lowed the model to qualitatively capture the different grid pat-

terns as recorded experimentally in different settings. The fact

that a model that is based purely on short-distance local interac-

tions can describe a host of different experimentally observed

grid distortions reinforces the idea that grid distortions are largely

local in nature.

This proposed mechanism is not only consistent with all the

types of reported grid distortions but is also consistent with all
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our three functional hypotheses. Due to its local nature, the inter-

field interaction mechanism can support a grid used as a local

metric for space—as in our functional hypothesis 1. By continu-

ously adjusting the model’s spacing parameter r0 according to

the subjective properties of the space (e.g., permissibility,

danger, ease of locomotion), this model could also create a

grid pattern whose spacing may be used as a metric for subjec-

tive space—as in functional hypothesis 2. By adding interactions

with discrete, punctate locations of interest, this model creates

distortions specifically next to these locations and can thus be

used for marking such discrete locations of interest—as in func-

tional hypothesis 3.

Possible mechanism II: Continuous attractor networks
Attractor network models of grid cells have been extremely suc-

cessful in capturing the phenomenology of grid cells recorded in

small and symmetric environments, namely hexagonal firing pat-

terns (Box 2). However, the deviations from a perfect grid require

modifying the current models and entail important implications

for continuous attractor models.72 How might we reconcile grid

distortions and an attractor network? A first possibility is that

the experimentally observed distorted grid pattern reflects a dis-

torted pattern of the bumps of activity on the neural sheet itself

(relevant for models of grid cells with multiple bumps).5,29 Such

a distortion could arise from a distortion in the ‘‘Mexican hat’’

anatomical connectivity pattern, which can occur, for example,

due to competitive plasticity processes.76,78,79 A local connec-

tivity pattern could lead to a local—but not global—spatial firing

structure, creating a local metric for space, as proposed in func-

tional hypothesis 1. This possibility implies a slow emergence of

the distortions due to the slow nature of plasticity mechanisms; it

would therefore be important to study the dynamics of distor-

tions from the first moment the animal is placed into an asym-

metric arena. This experiment has not yet been undertaken. A

second possibility is that while the pattern on the neural sheet

is perfectly periodic and non-distorted, the velocity signal that

moves the activity hotspot (bump of activity) is distorted. This ve-

locity signal could be altered due to subjective variables, such as

ease of movement, attention, or arousal, possibly creating a grid

pattern that relates to subjective space—as proposed in func-

tional hypothesis 2. The velocity signal may also be distorted

only at the close vicinity of strong reward signals, creating

discrete distortions near important locations while keeping the

rest of the pattern unaltered—as proposed in functional hypoth-

esis 3. A third possibility is that the grid pattern is being distorted

by inputs from other cell types, such as border cells, or by sen-

sory inputs incoming into the entorhinal cortex.

Recent advances in electrophysiological techniques allowed

the recording of hundreds of neurons simultaneously, demon-

strating that the joint activity of grid cells lies on a toroidal mani-

fold36—as predicted by continuous attractor models. It would

be important to conduct such multi-neuronal recordings in

naturalistic distortion-inducing arenas, as this would shed light

on the question of how grid distortions may be reconciled with

continuous attractor models. This was done in part in Gardner

et al.36 by using a ‘‘wagon-wheel’’ maze. However, the wagon-

wheel experiment had two key limitations: (1) this environment

was highly symmetric; (2) there was no visual obstruction, and
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the entire environment was visible throughout—unlike the

hairpin-maze experiments, which used high walls to yield

strong grid breakdown.19 The result of these two limitations

was that the grid distortions reported by Gardner et al.36 for

the wagon-wheel were relatively mild (the gridness scores re-

mained positive, on average). Therefore, such population-level

experiments must be done systematically for much more

strongly distortion-inducing environments, such as the hairpin

maze, the trapezoids, or the asymmetric arenas shown in

Figures 1A–1C. Specifically, such recordings could provide

direct experimental support (or refutation) for the possibilities

described above, namely that the bump of activity is changing

its spacing or its movement speed on the torus in a manner that

exactly corresponds to the distortions seen in the asymmetric

arenas, such as the trapezoid. Such future experiments will

elucidate the relationship between spatial distortions of the

grid pattern—which affect the use of grid cells in navigation

and are therefore important—and distortions (or lack of distor-

tions) on the toroidal neural manifold.

SUMMARY AND OUTLOOK

In this perspective, we discussed several issues that lead us to

depart from the notion that grid cells form a global metric for

space that is used for long-distance navigation. We suggested

three functional hypotheses, which retain a spatial function for

grid cells, while being consistent with the recent experimental

data. First, grid cells may constitute a local metric for space.

Second, grid cells may code a subjective action-relevant space.

Third, grid cells may encode locations of interest, such that the

ordered hexagonal pattern forms a backbone for encoding dis-

tortions and the deviations from perfect order mark the positions

of points of interest.

Although not necessarily mutually exclusive, these three func-

tional proposals can be experimentally disentangled, as dis-

cussed above. Further, if the grid indeed creates a local metric

that cannot be used in long-distance navigation, then we predict

that the grid pattern, especially for grids with small spacings, will

not maintain its regularity in large arenas. When simulating pair-

wise interactions between fields, we recently showed that the

gridness scores of simulated 2D grids decreased in larger

rooms—suggesting that the crystallization of hexagonal grids

in 2D is affected by the ratio between arena size and grid scale.27

With this in mind, we suggest that one way to provide experi-

mental evidence supporting the local-metric framework would

be to conduct experiments in very large 2D boxes, several me-

ters across, and to record from grid cells belonging to different

‘‘modules’’—i.e., grid cells with different spacings. If grid cells

that possess a small-scale 2D grid compared with the room

size exhibit a disrupted hexagonality—but at the same time

large-scale 2D grids are perfectly hexagonal—this would be

consistent with our simulations of local pairwise interactions

and would support the notion of grid cells creating a local metric

for space. Another possibility is that grid cells with different spac-

ings have fundamentally different functions: for example, grids

with large spacing might not be distorted at all and create a

global metric for space, while grids with small spacing may be

distorted and encode a local metric and/or subjective space
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and/or high-valence locations. This calls for experimental

studies of grid cells with large spacing in very large asymmetric

environments to examine whether these grid cells exhibit distor-

tions; this has not been done to date.

Our second and third proposals both entail a subjective

component and may thus be harder to tease apart, as both the

valence of a location and its subjective behavioral relevance

are related to the animal’s own perception. The recent data we

reviewed here revealed local pattern distortions near locations

of subjective high valence, such as reward locations and shel-

ters. Geometric asymmetries in the environment, which contain

high levels of information for navigation, could also perhaps be

thought of as high-valence or high-salience areas, which may

explain the grid distortions in these areas. One possibility to

test the second hypothesis without conflating it with the third hy-

pothesis is to record grid cells in uniform arenas that do not

contain punctate reward locations but rather differ in their

average valence. For example, it would be interesting to

compare the spacing of the same grid cells in a box where

random reward is given versus a box where no reward is

given—thus clearly differing in valence. Likewise, experiments

can compare grid spacing in boxes with different surfaces (diffi-

cult versus easy to traverse), as well as boxes with different illu-

minations or different temperatures, which elicit different levels

of stress and therefore entail different valences. One clue sug-

gesting that grid spacing may differ in these conditions comes

from an experiment on hippocampal place cells, which found

that place fields are much smaller in an engaging area with

very rich sensory stimuli as opposed to an empty area.80

A further issue that will have to be addressed in future exper-

iments is the interplay with other cell types. Interestingly, while

grid cells in bats flying in 3D did not exhibit a global hexagonal

lattice—thus deviating dramatically from the 2D pattern—some

other cell types in the hippocampal formation did show 3D tun-

ing consistent with the 2D tuning. Thus, place cells showed

spherical 3D place fields81 and head-direction cells showed un-

imodal 3D tuning.27,82 Similar results were also found in rodents

in 3D.83–85 Thus, in some sense, the ‘‘disintegration’’ of the 3D

grid seems special. However, it will be important to compare

tuning distortions in various cells types also in 2D. Specifically,

future experiments will need to systematically record the

various spatial cells types—grid cells, place cells, head-direc-

tion cells, as well as border cells and speed cells—in rodents

navigating in 2D, and to examine the possible distortions of

all these cells near reward zones and in asymmetric envi-

ronments.

All theories describing the function of grid cells in spatial

perception—including the three proposals that we described

above—suffer from an important ‘‘missing link’’: a missing

connection between the internal representation (i.e., the grid

pattern) on the one hand and the spatial perception and spatial

behavior on the other hand. For example, does a local distortion

of the grid pattern in the narrow part of a trapezoid arena mean

that the perception of space is distorted at that location? This

is a fundamental question that is also important for the most

basic question of all: is the grid pattern used at all for spatial

perception and navigation? In fact, it has never been demon-

strated directly that grid cells specifically (as opposed to other
classes of spatially tuned neurons) are crucial for navigation—

even though lesions and inactivations of the entorhinal cortex

have been shown to affect some navigational tasks, albeit in

varying degrees (see Box 4). Notably, some studies reported

almost no effects of lesions and inactivations on navigation

behavior (Box 4), which further argues against the notion that

grid cells form a global metric for space because, if grid cells

did form such a global metric, we would expect to see much

larger effects of entorhinal lesions on navigation performance.

Futureworkwill thus need to show a direct link between grid cells

and navigation behavior. Specifically, if the grid pattern indeed

reflects an underlying spatial metric—be it a global or a local

one—then whenever the grid pattern is distorted we may expect

the spatial perception to be distorted accordingly. It may be

particularly powerful to induce grid distortions causally (e.g., us-

ing optogenetics) and observe whether the subjective percep-

tion of space is being distorted accordingly. Measuring the link

between distortions in the grid pattern and distortions in spatial

perception poses a major challenge: while recording neural

activity in animals is relatively straightforward, it is much more

difficult to tap into an animal’s subjective perception of space.

In order to probe distortions in perception, one must design

novel types of experiments. A promising first step has been

made recently in rats by creating mazes that allow researchers

to behaviorally measure subjective spatial-perceptual distor-

tions.97 In this dynamicmaze, a rat needs to reach a goal location

by making a series of choices on how to proceed toward the

goal. The rat’s choices at each decision point shed light on its

perception of where the goal is and how to best navigate toward

it, which allows inference of the rat’s local subjective spatial dis-

tortions. In parallel with the difficulties in addressing this question

via animal research, human research is challenging as well, but

for opposite reasons: a human can easily report on their own

spatial perception, and the perceptual distortions can be tested

in a rather straightforward manner, but neural recordings of grid

cells in humans are limited. Specifically, intracranial recordings

are performed in virtual rather than in real environments,98 while

the hexadirectional functional magnetic resonance imaging

(fMRI) signal found in the human entorhinal cortex is a global

signal that is likely insufficient to study grid distortions.68 Howev-

er, interesting recent human studies have started closing this

gap and have measured perceptual distortions by using size-

varying arenas and asymmetric arenas, similar to those used in

animal studies of grid cells.66,99 An interesting recent study

demonstrated that a non-symmetric trapezoid arena can distort

human memory of space: after people navigated through a trap-

ezoid arena, they remembered equal distances as shorter

when they were in the narrow part of the trapezoid, presumably

consistent with the distorted grid pattern.66 Such efforts

are important: we believe that a major future challenge for the

field would be to further develop ways to measure distortions

of spatial perception and correlate them with distortions of

spatial-representation by grid cells—in both physical spaces

and abstract spaces.

Finally, we return to our original question, which was posed in

the title of this perspective: are grid cells used for navigation?

As discussed above and in Box 4, to date there is still no direct

causal evidence linking grid cells to navigation. Further, the grid
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Box 4. Lesions and inactivations of entorhinal cortex put into question the role of grid cells as a global metric for space for navigation

Many lesion studies have been performed in the hippocampus and entorhinal cortex since the 1960s. Although hippocampal

lesions tend to elicit a clear navigational deficit, studies of entorhinal lesions led to more variable behavioral effects on navigation,

which were often rather weak. These differencesmay be influenced by the differences in the completeness of the lesions: the deep

location and extended shape of the entorhinal cortexmight make it harder to completely lesion it, as compared with the hippocam-

pus. However, another possibility is that the variable and weak behavioral effects of lesions and inactivations of the entorhinal cor-

tex, as compared with the strong effects of lesions and inactivations of the hippocampus, may also indicate that grid cells do not

play a major causal role in navigation.

Studies with varied behavioral effects included rats with entorhinal lesions that navigated in a water-maze. Two studies86,87 found

no behavioral effect of entorhinal lesions on navigation, suggesting that the entorhinal cortex does not play a key role in navigation.

By contrast, a different study88 reported a deficit in the rats’ ability to find a hidden platform; however, the deficit was milder than

that observed in hippocampal-lesioned rats. Kanter et al.37 showed that depolarization of MEC layer 2 cells, which caused rate

remapping in grid cells, caused a navigational deficit in the Morris water maze. A different study demonstrated that entorhinal-

lesioned rats had difficulties in water-maze navigation when relying on distal cues but not proximal cues.89 This result is consistent

with other data suggesting that entorhinal lesions impaired the use of distal (but not proximal) cues in a navigational task involving

path integration on a platform with holes.90 Another study also showed that path integration was impaired by MEC lesions in rats,

whereby the lesions led to an impaired ability in estimating linear distances based on self-movement information.91 When trying to

dissect the role of grid cells in path integration, Gil et al.92 selectively knocked out NMDA receptors in the MEC and nearby regions

in mice. They demonstrated that grid cells disappeared in these mice while place cells remained intact. Although these mice had

difficulties performing path integration, it is difficult to conclude the specific role of grid cells in the behavioral disruption because

this manipulation may also have affected other entorhinal cells apart from grid cells and, in addition, the manipulation also affected

brain areas outside of the MEC. When rats performed a delayed-match-to-position task on an elevated T-maze, entorhinal-

lesioned rats consistently performed at a level comparable with that of unoperated controls—arguing against strong entorhinal

involvement in spatial navigation, although they showed a degraded retention of the learning.93 Overall, while a large body of hip-

pocampal literature showed that hippocampal lesions lead to major deficits in navigation in the water-maze,94 entorhinal lesions

seem to yield milder behavioral effects than hippocampal lesions. However, it is unclear whether these results indicate that the

MEC has a lesser role in navigation: these differences between entorhinal and hippocampal lesions may be due to the technical

difficulties of achieving complete lesions in the entorhinal cortex.

Mixed behavioral effects were also reported in spatial tasks that were not strictly navigational. For example, when rats performed a

spatial alternation task, which involves aspects of navigation but is not strictly a navigational task, rats with bilateral entorhinal

lesions performed more poorly than rats without a lesion and rats with a unilateral lesion.86,95 MEC lesions also affected perfor-

mance in a spatial object translocation task.96 In another experiment, targeted lesions of layer 3 of theMEC disrupted spatial work-

ing memory but did not show an effect on the consolidation of spatial memory.87

Overall, a corpus of data fromMEC lesion studies exhibited heterogeneous navigational impairments of variable magnitudes. This

heterogeneity may indicate a difficulty in creating complete lesions of the entorhinal cortex, or it may indicate that grid cells are not

as central for navigation as originally envisioned. Under the latter possibility, these results suggest that while the MEC may be

involved in navigation, it is not always essential for navigation. This argues against the notion that entorhinal grid cells provide a

global metric for space. This is because a global spatial metric is expected to be essential for map-based navigation and its lesion

should strongly disrupt navigation behavior, which is in contrast to the experimental findings. Importantly, the mild effects of en-

torhinal lesions and inactivations on navigation do not argue against our proposed functional hypothesis 1, whereby grid cells pro-

vide a local metric for space, because this hypothesis lends a weaker role for grid cells in navigation. Likewise, the lesion results do

not argue against our proposed functional hypothesis 3, whereby grid distortions encode salient locations, because in this

hypothesis navigation is not centrally dependent on grid cells. However, the lesion and inactivation studies may actually argue

against our proposed functional hypothesis 2—that grid cells form a metric for subjective space—because then entorhinal lesions

should have shown a more profound impairment in navigation.
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distortions reviewed here, which argue against the notion that the

grids provide a global metric for space, seem to also argue

against the use of grid cells in long-distance navigation. However,

our three functional hypotheses are in fact consistent with a role

for grid cells in navigation. Hypothesis 1 suggests that grid cells

may be used only for local, short-distance navigation. Hypothesis

2 suggests that grid cells may be used for navigation in spaces

where different regions have different subjective values. Hypoth-

esis 3 suggests that grid cellsmay be usedas a backbone for nav-

igation by signaling important high-valence locations. On the
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other hand, hypothesis 3 can also entail the notion that grid cells

are not a key component in navigation because they do not repre-

sent continuous space itself but rather encode punctate entities

within space. The jury is still out on this question.

In summary, here we reviewed recent data showing that grid

cells are not a perfect lattice-like global metric for space as

they were originally conceived.1 Our three proposed alternative

ideas on the function of grid cells provide testable predictions,

and we hope that these ideas and predictions will shape future

thinking and research in this field.
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