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Abstract

Hybrid systems that involve interactions between ultra-cold atoms and cold ions are a promising frame-
work to study the quantum nature of atom-ion collisions at low temperatures. It can also serve as a
new platform for quantum computation and many-body quantum simulation. However, many of these
applications are currently unachievable since the interaction energy is limited to a few m K, even though
both atoms and ions can be cooled down to a few puK. Heating arises from the fact that the atom-ion
collisions occur in oscillating electric fields of the ion Paul trap, that on average, couple energy to the
system. The fundamental limit of this effect emerges from the attracting —%4 potential between the ion
and the atom. This work investigates how the heating depends on different parameters, by using both
a molecular dynamics simulation and an experiment with an 88Sr* —8" Rb system.

The molecular dynamics simulation was used to find the heating rates and the dynamics of the ion
energy distribution revealing a transition from a thermal cold distribution to a hotter non-thermal one
with a high energy power-law tail. This behavior depends on various trap parameters and atom-ion
mass ratio.

In the experiment, a ground-state-cooled ¥Sr* ion was immersed in an ultra-cold cloud of 8" Rb
atoms. The temperature of the ion was measured using Rabi carrier spectroscopy after different interac-
tion times with the atomic cloud. This measurement was repeated for different axial and rf confinements
of the Paul trap. No statistically significant difference in heating was observed when changing the axial
confinement. However, the experiments revealed a slightly higher heating rate for a lower rf confinement
whereas the prediction of the molecular dynamics simulation was opposite. This can be attributed to

the ability to compensate stray static electric fields on the ion at different trap parameters.
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1 Introduction

Performing experiments at low-temperatures can reveal the quantum nature of atoms and molecules.
Laser-cooled ions and atoms were investigated separately during the last few decades. Trapped cold
ions are a highly controllable system that can be used for the realizations of quantum computation
processes|1| and precision measurements|2]. Trapped atoms can be cooled to their quantum ground
state[3] and can be used to simulate many-body quantum systems|4].

Co-trapping ultra-cold atoms and cold ions offers new possibilities for exploring low-temperature
collisions, that include phenomena such as s-wave scattering, Feshbach resonances|5|, shape-resonances|6]
and the creation of molecular ions|7|. In addition, it is also a promising platform for performing quantum
computations|8] and quantum simulations|9].

In the last two decades, hybrid systems involving cold atoms and ions, were realized in many dif-
ferent experiments. Interaction was made both with ultra-cold thermal clouds and degenerate gases.
Nonetheless, all these experiments were limited to atom-ion interaction energy of the mK regime. This
energy scale is far greater than the energy scale of the quantum phenomena mentioned above.

This energy limit arises from the fact that in all experiments the ion is trapped using a Paul trap[10].
In Paul traps, the ion is confined by oscillating electric fields. Since the trapping potential is time-
dependent, it is not conserving and can inject energy into the system. In 1968, it was observed by
Major and Dehmelt[11] that ions in a Paul trap that collide with heavy atoms lead to exponential
heating and therefore to ion loss. 40 years later DeVoe [12] numerically demonstrated that a single
collision cannot cause this enormous heating effect, but a sequence of collisions which occurs at a certain
phase of the trapping potential. He also showed that these consecutive collisions lead to a power-law
energy distribution and not thermal, as expected in a thermalization process. This power-law tail of
the distribution depends on the mass ratio between the atom and the ion. The Tsallis distribution
was proposed to describe the result. Tsallis|13] originally proposed it as a generalization of thermal
distribution in non-extensive statistical mechanics. Only recently was it shown, that this behavior arises
from collision dynamics with atoms at a finite temperature[14].This distribution also depends on the
specific Paul trap parameters.[15, 16]

In DeVoe’s analysis, even though the ion can obtain substantial amount of energy, this energy can
be lost immediately if a collision occurs at the center of the trap. As a result, in the steady state, the

typical energy of the ion will be at the same scale as the energy of the atoms. This means that atoms at



zero temperature would lead to an ion at zero temperature. However, in a later experiment|17] it was
shown that the mean energy of the ion can be higher by orders of magnitude, than the energy of the
atoms (for a specific mass ratio). This additional energy-scale arises from the fact that static electric
fields can move the equilibrium position in such a way, that it will experience non vanishing rf fields
(excess micromotion). Furthermore, the power-law exponent of the steady-state distribution depends,
not only on the mass ratio, but also on the geometry of the Paul trap[18].

Due to imperfections in a realistic Paul trap, the ion, at its equilibrium position, will always expe-
rience some non vanishing rf fields. However, this effect can be compensated by applying an external
static electric field that moves the ion to the null point of the rf field.[19] Even after a full compen-
sation and an initial ion in its ground state, the first collision can get significantly higher energy than
the temperature of the atoms as shown by Cetina et al[20]. This effect occurs due to the attractive
polarization potential between the ion and the atoms that can cause the first collision to happen far
from the equilibrium position of the ion - hence at a region with non vanishing electric fields. The same
heating effect was observed experimentally by Meir et al. [21], where the trap was fully compensated
and a ground state ion collided with ultra-cold atoms. In the last experiment, deviation from a thermal
distribution was observed in the steady state.

This polarization potential induced heating was studied for the first collision but its effect on the
energy distribution dynamics and steady-state is still unknown. In addition, this dynamics was not
observed experimentally for different parameters of the Paul trap. This work investigates both questions

using numerical tools and experimentally.

1.1 Atome-ion elastic collisions
1.1.1 Classical description

In the presence of the electric field created by the ion, the atom is polarized. The electric dipole of the

atom is p (r) = a&/ (r) where a is the polarizability of the atom and E (r) = ;=557 is the electric field
created by the ion. The interaction energy is:
- E 201 C
V(r) = I ey o I _Lz_ =_4
2 2 2 (47’(’60) r4 212

Where Cy = —2< = 1.09- 10756 .J - m? for ag, = h-0.0794 —H2,[22].
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The Hamiltonian for ion-atom interaction is:

p2 th
H = ion atom Vv ) o
27nion * 2matom * (lrwn ratoml)

After preforming a change of variables to the center of mass position R = MatemTatemtMionion a1 the

Matom+Mion

relative position 7 = 7, — raiom, the relative motion part is reduced to Hamiltonian of a single particle

in a central potential:

2
p Cy
Hrelative = ﬂ - 94 (]->
where l% = m; + mi is the reduced mass. This Hamiltonian has a characteristic length scale at

which the kinetic energy of the center of mass is comparable to the polarization potential:
L _
g E

b_|7“><p|_ L
 p \2uE

Where L = r X p is the angular momentum and E is the energy of the collision. Since the potential

The impact parameter of the collision:

is centrally symmetric, the angular momentum of the system is conserved. Writing the Hamiltonian in

polar coordinates:

2 12 2
H— p_r + 04 = Py
2u  2ur:  2rt T 2u

From energy conservation we can get that the minimal atom-ion distance is:

Frin = E(Wi M—%2>

E

Where E is the collision energy. In order to get a real solution the impact parameter must satisfy
b >/ 2—](;:4 = b.. Then collisions with impact parameter b < b. will terminate in a spiraling collision - also

called Langevin collision. These collisions can transfer high momentum and cause inelastic processes



Figure 1: Two different types of atom-ion collisions. Collisions with an impact parameter larger than
b. can transfer only a small amount of energy and momentum that ends in a small deflection of the
atoms. These collisions are called glancing collisions. Collisions with impact parameter smaller than
b. will cause head-on collision which can cause large energy and momentum change of the ion. These
collisions are called Langevin collisions or hard-sphere collisions. Langevin collisions can also involve
inelastic process such as charge-exchange or spin-exchange. The picture is taken from [23].

such as spin exchange, spin relaxation and charge exchange. Collisions with b > b. do not terminate with
a close contact and can only transfer small momentum, these collisions also called glancing collisions.*
The cross section of the Langevin collisions is o7, = 7b? ~ \/LE [24] and hence the Langevin collision

rate is energy independent:

4C,
I'y = NatomsVOL = NatomsT | ——
I
1.1.2 s-wave limit
The effective 1D potential (1) has an angular momentum potential barrier at r = 2‘54 with height

E = 85—24. The energy can be expressed by the angular momentum quantum number (L? =1 (I + 1) h):

!There are no close orbits for ~ %4 potential. According to Bertrand’s theorem closed orbits for centrally symmetric
potential can only occur for ~ % and ~ %2 potentials.
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S-wave scattering involves only a single partial wave with [ = 0. The energy limit of this process is

E =

given by the potential barrier of [ = 1 partial wave:

4

EFE<FE,=—-
2u2Cy
For Sr* — Rb system, E, ~ 80nK. For E > E, regime the classical model of Langevin collision can

be used.

1.2 Paul trap

Electric potential created by a static electric field satisfies Laplace equation, and hence has no local
minima or maxima (due to the maximum principle). This means that, charged particle cannot be
trapped using only a static electric a field. One way to overcome this problem is to add a magnetic field,
as in a Penning trap. Another way, which is also used in our experiment, adding spatially-varyingusing
MLE oscillating electric fields as in a Paul trap.

In Paul traps, the electric field in the center of the trap is approximately a quadruple field. In a
linear Paul trap, the oscillating electric field creates confinement in the x-y plane and a static electric
field creates a confinement in the z direction.

Applying an oscillating voltage (radio-frequency - RF) with frequency Q and amplitude Vgr on the

red electrodes (“RF”) gives an approximate quadruple potential in the center of the trap:

V) x? — 92
q)RF (l’, Y, =, t) = = 1+ 2y cos (Qt)
2 R;
Where ) is the rf frequency and Ry is a constant arising from the geometry of the electrodes.
In order to create a confinement in the z direction, a static DC voltage is applied to the green
electrodes (“DC”) which create the static potential:

VDC 2 1’2 -+ y2
(I)DC (l’,y,Z,t) = (Z -
Z 2
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Vy

c

Figure 2: Paul trap. Linear segmented Paul trap which was used in the experiment to trap the
ion. The RF electrodes (red) are driven at {2 = 27 - 26.5M Hz at different voltages (600-900V in the
experiment). The DC electrodes (green) was scanned across 250-600V. A bias dc voltage is applied to
the blue electrodes in order to remove the degeneracy of the radial modes. Figure is taken from [25].

In this configuration the trapping potential is cylindrically symmetric. In order to break this sym-

metry 2 we apply a constant voltage on the blue electrodes (“BIAS”):

V 1'2— 2
Ppras (,y,2,t) = %AS (1 - Rzy )
0

The equations of motion are given by (i = z,y, 2):

e 0P
Uy = ——
m Ouy;

where e is the electron charge and m is the Sr™ ion mass.

The last equation can be written as:

2

Q
i + T (a; + 247 cos () u; =0 (2)

where:

2This is important in order to have an efficient single beam laser cooling.
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Equation (2) is also known as Mathieu equation. This equation can be solved using the Floquet
theorem[26]. In the regime of |a;|,q? < 1 (which is satisfied for most experimental realizations), the

solution can be written in the lowest order as:

u; (t) = A; cos (wit + @) [1 + % cos (Qt)] (3)
with:
Q e
W; ~ E a; + E

The trajectory can be decomposed into two motions with different timescales. The first is a secular

motion with a low frequency w;:

ui® (t) = A; cos (wit + @)

(2

and the second is small and fast oscillatory motion - which is called micromotion:

micromotion sec 4di
u; (t) = u;* (t) 5 cos (Qt) (4)
Since the potential is time-dependent, the instantaneous energy is not conserved. However, the

energy is conserved after averaging over one secular motion cycle, to first order:

1 1
Ey ~ ZmA? (w? + gqi2§22>

We can see that the energy has two contributions, the first is the due to the secular harmonic motion,

and the 2nd term is from the micromotion.

11



1.2.1 Excess micromotion (EMM)

In-phase excess micromotion Due to electrical imperfections of the trap, a uniform static electric
field can be presented in the center of the trap. This will modify the equations of motion (2):[19]

2

. Q
s+ (a0 207 cos (1)) i, = TP

eEdc : ﬁz
which adds to the solution a constant shift:

u; (t) = (A} + A; cos (wit + ¢)) [1 + % cos (Qt)]

Where A? ~ Baeli - This gives additional micromotion A?% cos () which is called in-phase ezcess
3 k2

micromotion®. In contrast to inherent mircomotion as indicated in equation (4), this motion is not
reduced when the secular motion of the ion is laser-cooled, and additional kinetic energy adds to the

system:

1 1 (eEg4 -t ¢\’
E]?C:Zm(QAZQ)Q__(uq )

~ dm w2
This energy can be reduced by applying an external static electric field. The full procedure of
detection and compensation of this EMM is described in (3.2.1).

Axial excess micromotion In addition to this stray constant electric field, there is a constant rf
field on the axial axis of the trap. This can be also compensated by applying rf field with the same

magnitude and opposite phase.

3An additional term oscillating in € out-of-phase can arise if there is a phase mismatch between the rf electrodes. If
there is a phase mismatch ¢, between the electrodes, there is an additional field in the the center of the trap oscillating
out of phase:

E = —Vgp sin qcsin (Q) Brp

Where Brp is the electric field in the center of the trap created by 1V on the rf electrodes. However, in our system,
this effect is much smaller than the EMM after compensation and hence does not apparent in the dynamics.

12



1.3 Collisions in a Paul trap

When a hot system comes in contact with a cold bath, it will thermalize to the temperature of the bath.
This process is known as sympathetic cooling. The underlying mechanism is that when a fast (hot)
particle collides with a slow (cold) particle, they exchange energy and the result is a net loss of energy of
the hot particle. This cooling mechanism is most efficient for equal mass particles. Sympathetic cooling
by ultra-cold atoms was proposed as a cooling mechanism for ions since atoms can be cooled by into
lower temperatures than ions.

This mechanism fails to work in a Paul trap since the system is not closed, the oscillating electric
fields can couple additional energy to the system. Already in 1968, Major and Dehmelt|[11] showed
that for trapped ions colliding with atoms the mean energy of the ions increases for mgiom > Mmyon and
decreases for Maom <K Mion. FOr Mytom = mionit was predicted to give zero change in the mean energy.

Consider an ion with mass m; and velocity v;,, collides with an atom with mass m, at rest. In the
moment of the collision, the external RF field has amplitude E and phase ¢. The velocity of the ion

composed from the secular velocity and the micromotion velocity:

Q
Vion = —wAsin (wt) + %A sin (wt) sin (Qt) = Vsee + Vinm

In the center of mass (CM) frame:

CM
Vion = Vion — Uemy  Vatom = —VUem
where v, = m = BVion, B = ma’iml Assume the scattering angle is given by the rotation matrix

R in the center of mass frame relative to v;,, direction.

U/CM = RUCM =R (Uion - Ucm) = (1 - B) Ruion

on on

The velocity of the ion after the collision in the lab frame:

Ugon (1 - ﬁ) 72’Uion + Vem
(]- - B) Rvion + Bvion

13



. . . . . . 4 . / . /
The micromotion velocity is unaffected by the collision®, means: v, = vi,. + Vmm

U;ec T Umm = (1 - B) R (vsec + Umm) + B (Usec + Umm)

U;ec = (1 - 5) Rvsec + B'Usec + (1 - ﬁ) (R - 1) Umm (5)

To see the effect of collision in presence on micromotion, we can take the simple case of collision in
1D with R = —1:

U;ec - - (1 - ﬁ) Usec + 51)866 -2 (1 - ﬁ) Umm
= (2ﬁ - 1) Vsec — 2 (1 - ﬁ) Umm (6)

The micromotion velocity at each time can be written as function of the secular velocity:

q .
mm — & Qt sec
v 50 sin (Qt) v

Then, the secular velocity after a collision:

vi.=26—-1)+2(1-p0) % sin (Qt) | Vsee

This expression shows that the micromotion energy can couple into the secular energy of the ion and
hence can increase (or decrease) its temperature. In the limit of heavy ion (5 — 1) the micromotion

term vanishes, whereas in the light ion limit (8 — 0) we get the maximal contribution of micromotion.

For equal mass particles (as in a Sr*™ — Rb collision), 8 = % and we get v

ratio in free particles collision we would get an entire loss of the ion’s energy.

/

tec = —Umm. For the same mass

Generalizing the last expression to many collisions give that the velocity after N collisions is given
by:

o = wAgsin (W) 1Y, | (28 — 1) +2(1 - 3) % sin (2¢;) | sin (wt;)

sec

4For excess micromotion, the inherent micromotion is proportional to the secular amplitude.

14



Where t; are the collision times and Ay is the initial amplitude.

We can see that the amplitude, and hence the energy, can be represented as a multiplication of
random variables. As opposed to the sum of independent and identically distributed random variables
which converges to a Gaussian distribution, multiplication of random variables can give a rise to a power
law distribution. In addition, the mean value of these distributions is dominated by a few rare events.|27]

A generalization of Maxwell-Boltzmann distribution with a high-energy power law is the Tsallis
distribution|13]:

(n=3)(n—-2)(n—-1) E?
P(B) = 2 (nkpT)’ (1+ n,g;T)" v

Where T describes the energy scale of the distribution whereas n describes the power-law of the high
energies tail (for large £, P (E) oc E*™).
Note that for n — oo we get the usual thermal distribution:

B 1\ _ &
P (E) =2 ; (ij—T) € "B (8)

Since this distribution has two parameters, a “temperature” cannot be defined. In addition, this
distribution has a diverging mean for n < 4 and hence the distribution cannot be described by its mean.
However, the most probable energy include both parameters of the distribution (the energy scale T and

the power-law n):

n o E mode
n—2 2

Note that this temperature converges to the thermal temperature at the limit of thermal distribution

kBﬂon = kBT

(n — 00).
This distribution was shown to arise from consecutive collisions in the presence of micromotion and

atoms at non-zero temperatures [14].

1.4 Atom-photon interaction

This section mainly follows Leibfried et al. review|26]. A two level system can be described by the

Hamiltonian:

15



He =1 (le) el — la)(g)) = h= o

Where |g) and |e) are the ground and excited states respectivly and wy = w. — w, is the energy
difference between the levels. In our case, |g) and |e) are different electronic states of the SrTion.

The harmonic potential of the Paul trap is described by a motional part:®

Ho,

2
P m o o
pry +_I/-I-
2m 2

Where i is the index of the different motional modes and v; are the secular frequencies.
The interactions between the laser field and two level system (in our case, the Sr™ ion) are described

by the Hamiltonian:

h i(k-2—w —i(k-z—w
Hi = 52 (|g) (el +le){g]) [eikdmettd) 4 gmilkimutto)]

Where (Q is the on-resonance Rabi frequency (coupling of the light field to the electronic transition),
Z is the position of the ion, k is the direction of the laser beam, and w is the laser frequency.
After moving to the interaction picture with the free Hamiltonian Hq = H,, + H., and preforming

rotating wave approximation, the Hamiltonian reduces to:

H; = §Qoé+ exp {@ Z n; (dje_“’t + &;ezyt> } =) 1 [ ¢,
J

T

Where Qy = ﬁ is the modified Rabi frequency due to the micromotion of the ion, n; = k;xo; =
J 2

k; h_ s the Lamb-Dicke parameter, § = w — wy is the detuning from the atomic resonance frequency
2muy;
T

wo, a; and a; are the creation and annihilation operators of the i-th mode of the harmonic oscillator

and:

b1 = 5 (62 +i0,) = 5 (I ol + ladel) — (i) el — le) D] = Ie) o]

When the system is in the Lamb-Dicke regime (7 < 1) this Hamiltonian can be approximate to:

®The time dependent part of the frequency (due to micromotion) is not taken into account here.

16



h ,
HiP = —ro7+ (1 + 2277] (ay vt CLT “’t>> e + H.c.

J

An arbitrary state can be written by:

[e.9]

[eng (1) I, 9) + e (1) [0, €)] (9)

n

and its time evolution is given by the Schrodinger equation:

iho|W (1)) = Hi"| (1)) (10)

By plugging equation (9) into equation (10) we can get coupled differential equations for the co-

efficients ¢, (t) and ¢, (), and hence the probability to be at ground or exited stated at any given
time.

17



2 Numerical simulation - Collisions with polarization potential

Assume that the EMM in the system is fully compensated in addition to the ground-state cooled ion
and ultra-cold atoms. Will the ion now thermilize to the temperature of the atoms? Cetina et al.[20]
showed that in this case even the first collision can heat the ion. The atom-ion potential displaces the
ion from the center of the trap when the atom approaches and the collision occurs at non-zero RF fields
which can inject or remove energy from the ion. This means that the assumption of the collision as
instantaneous hard-sphere collision is not valid. The work done by the rf field in the first collision can

be described by the energy scale[20]:

5/3 9 4 1/3
Wy — 2 (m_> (M) (11)

m; +my q?

As in the case of collisions with EMM, the gain or loss of energy depends on the phase of the rf field
in which the collision occurs. This energy scale depends on the masses of the two particles. For our
system Wy =~ 1.5mK. By comparison, for Li* — Yb system Wy ~ 13uK. This means that the energy
that is injected in a single collision is still much larger than the s-wave limit and a single vibrational
energy quanta .

In order to investigate this effect further by numerical simulation, a different approach was taken.
The collisions cannot be taken as instantaneous and the effect of the polarization potential must be
taken into account by calculating the exact trajectory. In order to retrieve the energy distribution of
the ion, the dynamics has to be calculated over many realizations of the system. In each realization, the
ion starts in a thermal state with 7" = 0.5mK. The total energy is taken from a Maxwell-Boltzmann
distribution and is divided equally between the three modes of the secular motion. In each mode, the
amplitude in calculated by A; = % and the initial phase in taken from a uniform distribution in
[0, 27]. Z

In order to simplify the calculation and reduce the running time, we define an “interaction sphere”
with radius Riuteraction around the center of the trap in which the full time evolution is evaluated. It

was assumed that at each time there is only one atom in this interaction sphere.%

3

nteraction™ ~ 0.7 atoms inside the

5The common atom density in the experiments was n = 10'"m =3, which gives %’“R

18



The atoms are entering the sphere by rate I'yioms = novy, where n is the atoms density (Gasussian
distribution), o = 7R?,, (cross section of a rigid sphere) and vy, = \/% is the thermal velocity of the
atoms (mean of the magnitude of the velocity in a thermal distribution). The interaction sphere radius
must be larger than the amplitude of the ion motion. R;,; initial value is taken to be 1.2um which
corresponds to ion energy of ~ 1mK. If the ion has a comparable amplitude to R;,; after a collision,
the interaction sphere radius is increased and remains at the same size until the end of this realization
(the rate of the atoms is accordingly changed).

The position of atoms is distributed uniformly on the sphere. In order to generate a uniformly
distribution unit vector, the azimuth angle ¢ is sampled from a uniform distribution on [0, 27| and the
polar angle # is sampled such that cos 6 is uniformly distribution in [—1, 1].

The velocity amplitude is sampled from the following distribution using acceptance-rejection method:

2matom 3 — Matomv”®
V) = v’e  2kBT
pT( ) (kBT)2

the polar angle is sampled from the distribution p (#) = sin (26) and ¢ from uniform distribution on
[0, 27] as before. This will create a velocity assuming the atom position is at the south pole, hence the
velocity vector is rotated to match the position of the atom.”

The majority of the atoms that enters this interaction sphere will not cause a hard-sphere collision
and will barely change the ion energy. In order to reduce the demanding calculation of solving equations
of motion, we check if the atom would come in proximity of the ion neglecting the polarization potential.
We can define a characteristic length scale in which the harmonic potential and the interaction potential

are equal:

1, G cr \"
imiw RO = 2—}23 = RO = <w2mi

For Sr*t — Rb system with typical values of ¢ = 0.1 and w = 1M Hz this characteristic length-scale

is Ry ~ 64nm. This means that for » > R the polarization potential can be neglected. The ion can

interaction sphere.
"There is an equivalent method to sample the velocity. The component which is parallel to the normal is taken from
kpT

Matom

Rayleigh distribution with scale factor of and the two other components taken from normal distribution with

zero mean and o = ,/nf%T. This gives direction Maxwell-Boltzmann distribution.

19



be treated as a particle in a harmonic potential and the atom is a free particle, and hence moves in
a straight line. A rough estimation of occurrence of a collision was done by calculating the minimal
distance between the particles neglecting the polarization potential. If the minimal distance is much
larger than Ry, the particles are not likely to collide and hence the trajectory is not calculated. This
cut-off distance was chosen to be 100nm, a bit larger than Ry in order to ensure not to miss collisions.

If the particles are expected to collide, a full calculation of the trajectory is preformed by solving 12

coupled differential equations:®

. 1 C4 (Tioni — Tatom z) QQ
Vioni = — : == — — (a; + 2g; cos () Tioni 12
’ Mion 2 ’Tion - Tatom’5 4 ( 1 ( )) 7 ( )

Tion = Vion
1 04 (rion,i - ’ratom,i)

Matom 2 |'r'ion - rat0m|5

Vatom,i =
T atom = Vatom

These equations are solved using 4th order Runge-Kutta method. When the atom-ion distance is
less than a critical distance of 5nm, elastic hard sphere collision is assumed and the atom leaves at some
random angle. Depending on the rf phase, a temporary bound state can be created as the atom has not
enough energy to escape and collides a few more times until it gains enough energy. After a hard-sphere
collision, equations (6) are solved until the the atom exits from the interaction sphere.

After this calculation is done, the ion is in position u (t) with velocity v (£). The ion’s secular motion

amplitude and phase can be calculated by (form equation (3)):

A; cos (wit + ¢;) = [1 + % cos (Qt)]

v; (1) QL (1) sin (1)
wi [1+ Lcos ()] [1+ % cos (Qt)}2

—A;sin (wit + ¢;) =

1
2

Between each two atoms that enter the sphere, the motion of the ion is calculated by Eq. (3). This

And then its (secular) energy in the i-th axis is given by: E; = fmw?A?

8The EMM is not included in the equations, but it can be easily added to the first equation.
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Figure 3: Langevin rate as function of energy. Blue dots - the mean time between to consecutive collision
was calculated with logarithmic bins in the energy. Red dashed line - number of events in each bin.
Yellow line - the Langevin rate as calculated from all time differences. Blue line - Langevin rate as
calculated from the atomic density.

process is repeated until the running time exceeds the predefined experiment time. In order to get the
energy distribution, many realizations with different initial conditions of the ion are calculated.

In this simulation, the Langevin collision rate (and its energy independence) is not taken as an
assumption. The collision rate can be calculated from the simulation by binning the time difference
between collisions as function of energy, see Fig. (3). The collision rate is weakly energy dependant, but
it seems approximately constant, around the 1 — 100m K regime that contains the majority of collisions.
In addition, the total Langevin rate is slightly lower than the expected rate (given by the input density of

atoms). However, when calculating the rate, we normalized to the Langevin rate given by the simulation.
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Figure 4: The atoms and ion vacuum chambers. Left - A SolidWorks drawing. Right - a scheme of the
different atomic optical traps. The atoms are first collected and cooled in the upper chamber in a MOT
(not shown) and then transferred to a C'Oy dipole trap for evaporative cooling. From the CO, trap they
are loaded into two counter-propagating YAG beams which create 1D optical lattice. By changing the
frequency of one of the beams, the lattice is moved to the lower chamber. In the lower chamber they
are loaded into a cross-dipole trap created by a third YAG beam which can change its position to the
ion position. Figure is taken from [25].

3 Experimental system

The experimental system is described in detail in refs. [25, 21]. Here, the main properties of the system,

relevant to this work, will be reviewed.

3.1 Preparing the Rb atoms

The system consists of two vacuum chambers connected by a thin tube, see Fig. (4). In the upper

chamber the atoms are trapped and cooled to a temperature of few p/K. The 3 Rb atoms are loaded
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into a magneto-optical-trap (MOT) from an oven of isotope enriched source. The MOT contains six
counter-propagating 780nm beams (18MHz detuned from the F' = 2 — F’ = 3 transition) and a single
repump beam (F' =1 — F’ = 2 transition). For the experiments in this work, the MOT loading time
was a few seconds ending with 1-10 millions of atoms in the MOT. Then, the atoms are loaded into
quasi-electrostatic trap formed by a C'Oy beam (A = 10.6um P = 15W) tightly focused to a waist of
w = 30um on the center of the MOT. In the C'O, trap, evaporative cooling is done by ramping down
the power of the laser. When decreasing power, the hottest atoms in the tail of the energy distribution
are lost from the trap. This step ends with ~ 10* atoms at temperature of a few K.

In order to move the atoms into the lower chamber, where the ion is trapped, the atoms are loaded
into a 1D lattice created by 2 counter-propagating YAG laser beams (A = 1064nm, P = 5W ). By
changing the relative frequency between the beams, the lattice moves and the atoms are transported into
the lower chamber. The lattice stops when the atoms are 50um above the ion position. In the vertical
direction, the lattice sites have a width of % ~ 0.5um compared with 10’s um in the horizontal direction.
In order to create a more homogeneous atoms density distribution, the atoms are moved into a crossed
dipole trap created by one of the the lattice beams and an additional beam (w = 50um, P = 1W) which
is focused on the ion. The additional beam position is controlled by a mirror mounted on a piezoelectric
motor which causes the crossed dipole trap to move 50um down to the ion position. This crossed-dipole

trap creates a cloud of atoms with radius ~ 5um and length of ~ 70um.

3.1.1 Atomic cloud size, density and temperature measurement

The collision dynamics depends on the density and the temperature of the atomic cloud. The atoms
can be imaged in both chambers with absorption imaging.
From the Beer-Lambert law the attenuation of light going through a material (in the x direction) is

given by:

I(z,y,2) = [Oe_affoo n(z'y,z)dz’

Where n is the local density of the particles, o is the attenuation cross section and [ is the measured

intensity. Then, the number of atoms in a column at position (y, z) is given by:

o 1 I
fz(y,z)z/ n(2)ds’ = —=log =L

0o o ]0
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By measuring images with and without the atomic cloud, we can get the column density at each
point. Integrating over the whole image gives the total number of atoms.
In each interaction experiment, the atoms are imaged in time-of-flight (TOF) method. When the

dipole trap is turned off, the atomic cloud expands as:

0i (t) =07 (0) + o) ;t° (13)

where o; (t)is the width of the atomic cloud in i direction (fitted to Gaussian), o, is the “thermal size” of
the could given by o, = \/% and t is the time-of-flight. By measuring the size of the atomic cloud for
different times of flight, we can get the temperature of the cloud and its original size. However, these
parameters also depend on the length of the absorption beam pulse. In order to get the proper size and
temperature, we repeat the TOF measurements for different pulse lengths. For each pulse, we fit the
data to Eq. (13) to find oy and dynamics 7" and then extrapolate to zero pulse length in order to find

the “real” o¢ and T

3.2 Sr-+ ion trapping, cooling and detection

The Sr* ion is created by two-photon ionization process (see Fig. 5 (a)). The first laser is tuned to the
552 1Sy — 5sbp P, transition at 461nm and the second one tuned to 5s5p 'P; — D, transition at
405nm. The D, level has linewidth of ~1nm and is an autoionizing level. The 461nm laser is generated
by doubling a 922nm laser with a Toptica SHG module. The laser is locked to an atomic Sr cell using
saturation-absorption method. The 405nm laser is generated by a bare photodiode. When the ion is
ionized it is immediately trapped into the Paul trap. The trap is a segmented linear Paul trap (see Fig.

2 and discussion in section 1.2).

3.2.1 Minimization of excess micromotion

The EMM modulates the electric field of the laser beam in the rest frame of the ion[19]:

Eoser (t) =R [Eoei(k-uEMM(t)—wlt-i-d)l)]

Where ug is the secular motion amplitude, wgysys is the EMM amplitude, w; is the frequency of the

laser and ¢; is the phase of the laser.
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Figure 5: Energy levels scheme of 88Sr+* ion and the corresponding wavelengths of the transitions.
The lifetime of each level is indicated in parenthesis. 422nm and 1092nm dipole transitions are used
for Doppler cooling and detection. 674nm quadrupole transition is used to coherent control of the ion:
spectroscopy, thermometry and ground-state cooling (with the 1033nm laser).

We can write:

k-wugy (t) = Beos (Qt 4 0)

rewriting the electric field using a Bessel function series expansion e «s(+9) = 3™ ] (3) en(Qti+3),

§ : z nQ w, t+n6+n +
Elaser — E() J ) ¢l)

In the limit § < 1 to first order in 5: Jo(B) = 1,J41(8) = g and Jp,>1 () ~ 0. Since the
Rabi frequency is proportional to the electric field, the ratio between the Rabi frequencies of the EMM

sideband transitions (w = w; & ) and the carrier transition (w = w;) is given by:

%_Jl(ﬁ)Né_k‘uEMM

Q B 2 2

Hence, by measuring the coupling of the EMM sideband and the carrier, we can find the projection

of the amplitude of the EMM on the beam direction. In order to measure the EMM and minimize it on
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the radial plane, two 674nm beams were used, which have orthogonal projections on the radial plane.

As described before, the in-phase EMM in the radial plane is due to stray electric field, Therefore,
in order to minimize it, there are two perpendicular dc compensation electrodes that enable to move
the ion in the direction of the two beams projections. By finding the shelving probability for different
compensation voltages, we can find the lowest coupling to the EMM sideband and hence minimize the
EMM. See Fig. (6) for an example. However, when scanning the compensation voltage for transitions
between different Zeeman sublevels, the optimal compensating voltage is changed. This is because the
Zeeman shift of each level also oscillates the the rf frequency and contribute to the sideband at w; & €.
However, this shift is opposite for S% (m = —%) — Dg (m = —g) and S% (m = %) — D% (m = %) and
hence the mean compensation voltage value of these two transition was taken.® The same procedure is
applied also to the second dc electrode. The minimization of EMM in the axial direction is similar, but
with scanning an amplitude and phase of additional rf resonator.

The EMM might drift in time and hence this procedure is preformed every an hour during the
experiment in order to maintain it sufficiently low. An analysis of the EMM before and during the

experiment is described in appendix A.

3.2.2 Ion initialization and detection

Doppler cooling When the ion is trapped it is initially very hot. In order to cool it down, we use
Doppler cooling on the strongly allowed transitionE’S% — 5P% at 422nm. Since the ion can decay from
5P% level to long lived 4D% level, a repump laser at wavelength of 1092nm is applied during Doppler
cooling. On the first stage of the cooling, 1 ms far-off-resonce (240MHz red detuned) pulse is applied
and then additional near-resonance 1 ms pulse is applied. The near-resonance frequency depends on the
specific spectrum of the transition which depends also on the repump laser parameters. The limit of the

Doppler cooling is given by the recoil limit:

i
4kp

For the °S 1= 5P% transition I' = %ﬁ in the linewidth of the 5P% level. hence Tpoppier = 40uK

TDoppler =

9The shift is proportional to Av o —g ( 28 ) ms+ gy ( ’D ) mp with g; are the Landé g-factor for each level and

1 5
2 2

mg (mp) is the component of the total angular momentum in the direction of the magnetic field of the S 1 (D 5 ) level.
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Figure 6: Example of an EMM minimization. Shelving probability for two rf frequency sideband tran-
sitions with opposite Zeeman shifts as function of the voltage on one of the compensation electrodes.
The transition are: S (m=-1) - Ds (m = —3) (red) and S (m=1)— Ds (m = 2) (blue). When
the EMM is compensated the coupling to the rf sideband is mlmmal which corresponds to minimal
shelving probability. However, this occurs at different compensation values for different transitions due
to oscillating Zeeman shift induced by the rf field (see text). The mean value of voltage for different

opposite transitions is taken as the real compensation value (vertical line).
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for w ~ 1M H 2z motional frequency we get n ~ 1.

Ground state cooling In order to get rid of the remaining motional quanta and get into the ground
motional state, resolved-sideband cooling was used. In this method, the motional sidebands were initially

found. Then 3 pulses were applied sequentially for each of the 3 motional modes:

1. 674nm on the red sideband of the 55%7_ 1= 4D% 5 transition - this reduces a single motional
quanta.
2. 674nm on the 5557% — 4D% 3 optical pumping transition - in order to re-pump the population

level.

1
2

to 5S1
2

3. 1033nm repump to 4D§ — 5P% transition - from the 5P% level the ion decays to 55%.

this pulse scheme was applied a few times until most of motional modes were removed and the average

phonon occupation was n < 0.1 in all motional modes.

Detection After applying a 674nm shelving pulse, the ion will be in some superposition of the SS%
and 4D% states. In order to measure it, the 422nm and 1092nm lasers are turn on for 1ms. If the
state collapses to the 55 1 state, the ion will scatter photons and will appear “bright”. Otherwise, it
collapses into the 4D gstate which is a “dark” state. Repeating this detection scheme enables us to find
the probability to be in the ground 55% state or the excited 4D% state.

Trap frequencies measurements The trap frequencies are necessary in order to ground-state cool
the ion and find its temperature. These frequencies are different for each configuration of the trap

parameters. They were measured in two different methods:

1. Scanning the relevant sideband transition with the 674nm laser.

2. Inducing oscillating electric field with varying frequency. Driving the ion in its resonance motional
frequencies will enhance its energy and hence will cause a reduction in its fluorescence (due to

larger Doppler shift).

These two methods will give a slightly different values, since measuring with the 674nm introduces a
light shift. However, this shift also needs to be accounted for when applying ground-state-cooling pulses.

Examples for measurements are shown in Fig. 7.
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Figure 7: Examples of a trap frequencies measurements (418kH z axial and 731,990k H z radials) .

The fluorescence of the ion when scanning the frequency of a driven electric field. The fluorescence
decreases when the frequency is in resonance with a frequency of the secular motion. (b) Shelving
probability as function of detuning of the laser from the carrier frequency. The secular motion modulates
the laser frequency and gives rise to sidebands at the secular motion frequencies. higher orders of this
coupling is also visible (e.g. twice the axial frequency at ~ 840kHz). In this method the frequencies

are shifted due to light shift.
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3.2.3 Thermometry

There are several methods for finding the occupation of the different quantum oscillator levels for all
modes. In the regime of few K to few mK carrier Rabi Thermometry can be used.
When exciting a carrier transition (0 = 0) with the 674nm laser, the shelving probability of the
excited state (“dark state”) for the n-th level is given by’
PD (tR; n) = SiIl2 (ant}g)

Where n is the harmonic oscillator level (in each of the 3 modes), tg is the time of the 674nm pulse and

the coupling strength €2,, ,, is defined as:

n|exp{ Dy (a0 + e )} n)

= Qolle™ % L, (1)

Dy =0

)

(14)

Where L,, () is Laguerre polynomial of order n, )y is the rabi frequency at the ground state and 7,
are the Lamb-Dicke parameters for each mode. The two last values are measured in the experiment.
However, the ion has an energy distribution and hence the population is divided over many harmonic

oscillator levels. Then the probability to be in the excited state is:

Z P (n)sin® (Qpntr) (15)

Where P (n) is the energy distribution.
However, in our case the probability is given as a function of the total energy P (E). In the classical

limit when 7 > 1 we can use the relation:

1

10The ion is initialized at its ground electronic state
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where Fj; is the energy in the i-th mode.

The summation over the n’s is preformed by taking logarithmic spaced n’s for each mode up to some
cutoff value, then the corresponding Rabi frequency is calculated by Eq. (14) and the corresponding
total energy by Eq. (16). The probability for this term is taken from the predefined P (F) probability
(Thermal, Tsallis or numerical).

In order to reduce the integration time, the 3D sum in Eq. (15) can be calculated as a 1D integral:

Pp (tg) = [E P (E)sin® (Q(E)tg)

This calculation is preformed for any pulse time ¢5.

As a rule of thumb, “cold” ion will give a high contrast sine-square function, whereas “hotter” ion
shows dephasing which is faster as the temperature is higher. See Fig. 8 for examples of theoretical
calculation of Rabi flops of different temperatures (assuming underlying thermal distribution).

This method can be used for finding temperatures ranging between few puK to few mK. However,

the sensitivity on the boundaries is low since it is limited by the signal-to-noise ratio of the measurement.
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Figure 8: Carrier Rabi Thermometry. Calculated Rabi flops assuming different thermal distributions.
Time in units of pi time ¢, = 55. As larger the energy the de-coherence is larger.
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4 Heating dynamics

Cetina et al. [20] derived an expression for the heating of the ion in the first collision. In order to see
how the heating mechanism affects the ion energy beyond the first collision, the simulation that includes
the polarization potential was run with many consecutive collisions. Preforming many realizations up
to some predefined time enables to calculate numerically the energy distribution of the ion. Results for
such a simulation are shown in Fig. (9). As can be seen, the energy distribution is changing its behavior
during the interaction with the atoms. Not only that the most likely energy is increasing, but also the
high-energies part of the distribution is developed into a power-law. In addition, the energy distribution
doesn’t change after “30ms means that the system is entering a steady state.

The steady state distribution cannot be described exactly as thermal distribution nor Tsallis distri-
bution . However, Tsallis distribution can provide a reasonable approximation by only 2 free parameters.
These parameters are time-dependent as can be seen in Fig. 10. In order to quantify these two pa-
rameters in a single number T;,, = T'-"5. It can be seen that the power law becomes stable after few
collisions, whereas the ion continues to heat up.

The system is heating from the initial conditions to a steady state in a 1/e time of 7.26 ms, which
corresponds to ~ 16 collisions on average.

As described before, the major contribution to the heating is due to hard-sphere collisions, and not
glancing collisions. As can be seen in Fig. 11(a), in the first collision the histogram is highly asymmetric
around zero. This indicates that there is much more gain than loss, which leads to heating. This effect
is less prominent for the subsequent collisions but the gain or loss can be much larger, even an order of
magnitude larger than the initial energy of the ion or the atoms temperature. This can be explained by
the fact that in the first collision, the polarization potential moves the ion considerably from the center
of the trap whereas in the subsequent collisions this effect is smaller. The amount of energy the ion can
gain (or lose) depends on the energy the ion had before the hard-sphere collision (Fig. 11(b)). Also
here there is an asymmetry between the gain and loss: the ion cannot lose more energy than its initial

energy, but it can gain much more. As before, at the low energies, this effect is more dominant.

4.1 Trap parameters dependence

The heating dynamics in presence of EMM depends on which trap parameters are used. Also when the

heating comes from the effect of the attraction from the polarization potential it changes the heating,
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Figure 9: Heating due to polarization potential. This simulation was run with 50,000 repetitions up to
100ms interaction time for atom density of 1.2-102¢m ™3 at temperature of 6u/K . The ion was initialized
with energy of 0.5mK (equally divided in all 3 motional modes). EMM was not taken into account in
this simulation. At 30ms the system has already entered the steady state. Both histograms was taken
in logarithmic bins. Normalization is taken with respect of the total number of repetitions. (left) log
scale. (right) linear scale.

see Eq. (11). In order to see how the polarization potential affects beyond the first collision, we run the
simulation with different trap parameters. The trapping can be described generally by two parameters,
q - which describes the radial rf confinement and a - which describes the axial dc confinement. Assuming
a perfect symmetric Paul trap (without bias voltage), we can see how these parameters effect the heating
dynamics in Fig. 12.

The rf confinement induces larger heating rates on both high and low voltages as can be seen in Fig.
13(b). The rf parameter also gives the same trend in the temperature parameter (Trg.us) in steady
state (Fig. 13(d)). This can be explained by the fact that high rf confinement leads to larger electric
fields that can do more work during a collision and hence can cause more heating. On the other hand,
when q is low, the trap is shallow in the radials directions and then the collision occurs in higher electric
fields. As a consequence, there is a a point where the heating is minimal. This larger energy scale is
also maintained in steady state.

For the dc confinement, the heating rate is larger for tighter axial confinement, with similar trend of
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Figure 10: Heating and power-law development. (left) Time evolution of Tsallis free parameters n
(a) and T (b) and ion’s temperature Tj,, (b). For each time step the energy distribution was fitted to
Tsallis distribution using maximal likelihood estimation. From exponential fit, the heating rate is 157%
which is equivalent to 96.78% with a numerical Langevin rate of 2.25%’81. The steady-state energy is
Tpterdy=state — 1 45m K. (right) Steady-state distribution for molecular dynamics simulation with a fit to

Tsallis distribution (using MLE) with 7" = 663(4) K and n = 3.775(3). Fitting to a thermal distribution
gives 23 (1) mK (not shown).
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Figure 11: Energy gain in a hard-sphere collision.
parameters described in Ref. [21]. The total number of realizations is 50,000. Only hard-sphere collisions
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the hard-sphere collisions events were taken into account.
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Figure 12: Ion’s energy as a function of time (counted in hard-sphere collisions) when trap parameters
are changed. (left) changing the rf confinement (¢ x Vgr) with a constant axial confinement a = 0.001
(right) changing the dc confinement (a o< Vpe) with a constant 1f confinement ¢ = 0.1. In these
simulations the trap was a perfect linear Paul trap, i.e. @ = (—a, —a,2a) and = (—q, q,0).

the steady state temperatures (Fig. 13(a,c)). This can be explained by the fact that axial confinement
induces static radial de-confinement, which is equivalent to decreasing the dynamic radial confinement
without reducing the rf field. As before, more shallow radial confinement enables the collision to occur
at larger distances and hence the rf field can preform more work.

Loose radial confinement (whereas it come from dc or rf) will lead to a more dominant power-law
tail at steady-state (Fig. 13(e,f)).

4.2 Experimental results

The heating rates for different trap parameters were also measured experimentally. One major challenge
in these measurements arises due to the fact that in order to find the energy distribution after a specific
interaction time, a couple of hours of integration time were needed. Hence, for each set of trap param-
eters, three interaction times were chosen. The first one is immediately after the ground-state cooling
without interaction with atoms. The other two, were with different times of interaction with the atoms.

These two points were chosen such that the ion will not get into the steady state regime, where the
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Figure 13: Heating rates and parameters of steady state energy distribution for different trap parameters.
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resolution of the thermometery is lower. Moreover, the Rabi pulse times were chosen to be the points
which exhibit the largest change when the temperature is changed. This enabled us to minimize the
number of points which was taken at each Rabi flop to five and hence reduce the experiment time.

For each interaction time, Rabi flop was taken with approximately 90 repetitions for each pulse time.
In order to simplify the fitting process, each interaction time was fitted with a single fitting parameter.
For the first point, thermal distribution was assumed. For the two other point, Tsallis distribution with
n = 4 was assumed. As seen in the previous section, the power law n of the distribution converged quickly
into a constant value closed to n = 4, and hence taking this as a constant will not change significantly
the result. The fit was preformed using maximal likelihood estimation (MLE). The likelihood function

is defined as:

L(P(B) o)) =11 () ot (1= ¥ )

Where i is the index of the Rabi pulse time, NN; is the number of repetition for the i-th pulse time,
x; is the number of dark events and p; is the probability to get dark state at the i-th pulse time.
The p;’s depend on the underlying distribution P (F) and are calculated using Eq. (15). Taking the
log-likelkihood:

log L(P(E)|{x;,N;}) = Zlog <Ja\::) + Z [z;logp; + (N; — ;) log (1 — p;)]

i

Note that the first term is independent of the underlying distribution and hence does not have to be
considered in the maximization process. Error bars of 1o were calculated from the log L function. An
example of such a fitting process is displayed in Fig. 14.

In contrast to the results presented in Figs. 12 and 13 that was taken assuming a perfectly symmetric
Paul trap, in the experiment the radial frequencies cannot be degenerate due to cooling limitations.
Hence, a bias voltage was applied in order to get frequency difference of about ~ 100 kHz between the
radial modes. This bias voltage weakly depends on the chosen trap parameters.

For each set of trap parameters, the EMM was compensated before and during the experiment (about
every hour). An upper bound to the EMM energy that remains in the system after a compensation
can be calculated from the minimization process (see appendix Afor details). In addition, between

two minimization processes, the compensated values of the voltages drift. This also enters EMM that
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Figure 14: Fitting to thermal and Tsallis distribution. 2 Rabi flop at different interaction time (¢; = O ms
and to = 4ms = 1.36C0lls) taken for trap parameters of Vpo = V250V and Vipr = 505V. The fitting
was performed using MLE process as described in the text. There error bars for the experimental data

are standard deviation of binomial distribution o = ’%. The same analysis was preformed to all
measurements in different trap parameters.
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depends on the change of the voltages. Summary of the EMM values is shown in table 1. It seems that
the EMM which enters from drifting is much smaller than the remaining EMM after compensation.

The temperatures for different interaction times in different trap parameters are shown in Fig. 15(a).
At each interaction time, a Tsallis temperature was extracted from the Rabi flop data by MLE as
described before. An estimated heating rate of each experiment was calculated by fitting a linear line.
All experiments give roughly the same heating rates in the order of 100-200u/K . Comparing to the
numerical simulation results with the same experimental parameters reveals that a couple of differences.
First, the heating in the experiment is much more faster than the prediction of the simulation. The
estimation of the mean number of collisions in the experiment is by measuring the atomic density using
TOF analysis. This can enter a factor of order two in the density, for example by error in estimating
the magnification of the camera. However, this is a constant factor for all densities and hence, only
scales the abscissa. Second, the simulation predicts only a minor difference in temperature between
different experiments (less than 50uK), with a slightly higher heating rate for the higher rf confinement.
However, in the experiment, the heating in shallow rf confinement is higher than most of the other
experiments.

The numerical simulation did not take into account the remaining EMM after compensation, which
is different between the experiments (see Table 1). Preforming a simulation of the two extreme rf
confinements (rf 16 and 21) with EMM equivalent to 50uK reveals that even this small amount of
uncompensated energy can cause a larger shift the temperatures than the shift that is caused by changing
the trap parameters, see Fig. 16. However, this is still much smaller than the estimated EMM after
compensation. Simulation with residual EMM of ~ 1mK predicts heating rates that are larger in
order of magnitude (not shown), which indicated that the residual EMM energy after compensation are
overestimated.!! Hence, the deviations between the experiments, and compared to the simulation can
be attributed to uncompensated EMM of few tens of p K, which is the order of magnitude of controlling

EMM compensation in the system.'?

HThese values are very sensitive to calibration of the carrier transition 7 time, which was taken in this estimation from
a flop of a Doppler-cooled ion. The difference in the 7 time of a Doppler-cooled ion and a ground state cooled ion can be
significant.

12See residual EMM budget in Ref. [25].
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’ ‘ Tevn K] ‘ Tg]\b}M (1K ‘ Tgﬁﬁ (1K ‘
RF 18 (Ist exp.) 1123 5 81
RF 18 (2nd exp.) 1014 274 39
RF 16 1971 70 9
RF 21 430 3 0.5
DC 390V 690 339 76
DC 600V 1250 43 186

Table 1: EMM temperature in each experiment. Tg/ps is the estimated temperature at the beginning
of each experiment. TEL, - (TEND) is the EMM that energy from drifting of the static electric field in
the direction of RF (GND) electrode. See Appendix A for more details.
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Figure 15: Heating rates for different trap parameters. (left) Temperatures for different mean number
of collisions for different trap parameters as measured in experiment. Each temperature was extracted
from the Rabi flop data by fitting to a Tsallis distribution with n = 4. Error bars are 1o calculated from
the likelihood function. Solid lines are linear fits for each experiment, with heating rates given in Table
2. (right) The heating rates as given by the molecular dynamics simulation. At each time the expected
Rabi flop was calculated from the numerical distribution and then fitted to Tsallis (n=4) distribution
in the same procedure as in the left graph.
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Figure 16: Simulation including EMM in addition to the atom-ion polarization interaction.

| | To[uk] | TlE] |
RF 18 (Ist exp.) | 15(6) | 114(12)

RF 18 (2nd exp.) | 2(4) | 190(36)

RF 16 9(1) | 177(4)
RF 21 18(6) | 95(18)
DC 390V (comp) | 5.3(3) | 123(1)

DC 600V 24(32) | 119(41)
Meir et al. (2016) | 62(27) | 68(27)

Table 2: Heating rates and initial temperatures for each experiment extracted by weighted linear fits to

the graphs in Fig. 15(a). The error-bars in parenthesis are 1o0. The weights are equal to — 1
Tion (1)

4.3 Mass ratio heating dependence

The collisional dynamics can be changed for different atom-ion combinations. Choosing lighter atoms
and a heavy ion will reduce the effect of pulling the ion from the rf null during the collision. This
effect can be easily investigated numerically. The numerical simulation was performed to the following
atom-ion systems: ™Ybt — "Li, ¥Ca* — "Li, 'Y bt — 8"Rb, ¥ Bat — 8 Rb, 38Srt — 3 Rb. All other

parameters, dc and rf confinement and rf frequency, were kept constant. We can see in Fig. 17 that
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Figure 17: Simulation of the ion heating in different atom-ion systems. The simulation was run with
the same trap parameters (a, ¢ and ) but with a different atom-ion mass ratio. The combinations
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are (from low to high atom-ion mass ratio): ™Yo+ — "Li, °Ca™ — "Li, '™YbT — 87RD, 138 Bat —

8TRb, ®8SrT — 8TRb. The initial ion temperature is 1K . The numerical energy distribution was fitted
to Tsallis distribution using MLE.

choosing a lower atom-ion mass ratio improves the energy distribution by two means: the characteristic

temperature is lower, and the power-law tail is less significant. The lower temperature in the systems

with 7Li atoms is also due to the reduced polarization of the ”Li relative to the 37" Rb.'3 The difference in

the polarizability also increase the s-wave limit. As can be seen in Table 3, for systems with 8" Rb atoms

the s-wave limit is about four or five orders of magnitudes lower than the steady state temperature. In

systems with 7Li the s-wave limit is much higher, but still higher than the steady state temperature.

| 2 [ Tion [uK] | B [uK] |
TIYbt — TLi | 0.0403 | 38 6.400
OCat — TLi | 0.176 | 78 8.178
TIYBF — STRb | 05 630 | 0.0443
SBat — SRb| 0.63 | 740 | 0.052
Syt — TRb | 0.980 | 1200 | 0.0778

Table 3: Comparison of steady state temperatures and s-wave limit for different atom-ion systems.

18CRb = 10.907 - 10757.] - mACE = 5.6057 - 10757.J - m?



5 Discussion

Interactions between ultra-cold atoms with cold ions, in the presence of non rf fields considerably heat
up the ion. Minimizing stray electric fields that shift the ion from its null position can reduce this
heating but cannot cancel it completely. When the ion is in its null rf position, the inherent physics of
the atom-ion attraction causes collisions to occur at non-vanishing rf fields. It was shown theoretically
that this effect enters energy in the first collision which depends on the chosen trap configuration: static
and dynamic electric fields confinement and atom-ion mass ratio.[20] However, this was restricted to
the first collision and did not consider the effect of many collisions, that also showed a non-thermal
behavior. 21|

In this work, this effect was investigated numerically and experimentally for different trapping pa-
rameters and many collisions. The system is entering steady state with non-thermal energy distribution
and the power-law behavior is revealed after a few collisions. Numerically, the system exhibits more
significant heating when the rf confinement is too high or too low and when the axial confinement is high.
Apparently, in all cases, heating occurs for the same reason - higher non-vanishing rf fields, whether
they come from lower radial confinement (low rf or high dc) that cause the collision to occur further
from the rf null position, or directly from stronger rf field. In the experimentally available parameters,
the numerical simulation predicts that the axial confinement will present negligible effect on the heat-
ing and smaller rf confinement will give slightly lower heating. Experimentally, the difference between
experiments is not as predicted by the simulation, but can be explained by small residual EMM which
is different between experiments.

Numerical analysis of systems with different atom-ion species reveal that, for an heavy ion and light
atom (with lower polarizability) the dynamics gives in steady state much lower temperature and less
dominant power-law tail. However, the characteristic temperature is still higher than the s-wave limit.

Whereas the heating comes from polarization potential effect or from uncompensated EMM, the
Paul trap is limiting the investigation of low energy collisions to interaction times of a few collisions.
Different types of ion trapping might diminish this effect. One possible solution can be optical trapping

of the ion that was recently implemented for only a limited trapping time.|28]
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A  EMM estimation

The shelving probability to the excited state when the ion starts in its ground state is given by”

where ¢, is the pi time (maximal shelving probability) and ¢ is pulse time.
From this expression, we can find the 7 time from the shelving probability for an arbitrary pulse

time:

tm
to -

 2arcsin (\/]3)
The modulation depth of the EMM is given by:

tcarrier 6 ™
= — = —cosOugnm

tsp 2 A

where t.qrrier is the pi time of the carrier transition, tsp is the pi time of the sideband transition, A

is the wavelength,f is the angle between the laser beam to the radial plane and ugysys is the amplitude
of the EMM.
The EMM energy is then!*:

tm2 cos O

2
tearrier A Aresin (\/ﬁ) )

1
kBTEMM = ZmQQUEMM = mQQ <

Hence, the EMM energy after the compensation process can be calculated from the minimal shelving

probability.!®

Maveraged over a single secular cycle
15This gives an upper bound to the EMM. The shelving probability can be higher due to other contributions, e.g.

temperature (see [25]).
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B Beam angles measurements

In order to preform thermometry with Rabi carrier spectroscopy, the angles between the laser beam and
the different modes of the ion motion must be measured.
If the ion is ground state cooled, most of the ion population is in n = 0 level. Preforming Rabi

carrier pulse (on-resonance) will give the following shelving probability:

PD,Carm’er (tR) = Sin2 (QOtR)
In the same way, we can preform Rabi pulses, but now on the blue side-band which will give shelving
probability:
Pp s (tr) = sin® (Qo1tg)

Where €2 is the Rabi frequency of the |g,0) — |e, 1) transition.
In the Lamb-Dicke regime[26]:

Qn,n-‘,—l = Q0 vVn + 177

Hence:

Qo 1 /meZ 271'
= _ —cos 6

Qmwl
QOl A h
€08 QO 21\ 2m mw;

Where 6 is the angle between the beam to the i-th mode, and A = 674nm is the laser wavelength.
Hence by measuring the Rabi frequencies on the carrier and all blue sidebands when the ion is ground-

state cooled the angles can be calculated.'®

16 Actually, it is enough to measure only 3 of the frequencies. Since the modes are orthogonal, the angles satisfy:

cos? 0, + cos? 0, + cos?f, =1
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