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Abstract

Spectrally narrow optical electronic transitions in trapped ion systems can be used as high quality fre-
quency standards in a timekeeping device. To extract the frequency accuracy of such atomic standard,
an external laser system is maintained in coherence with the ion by a repeated sequence of spectro-
scopic measurements. For such operation, a spectrally stable laser is required, as the laser intrinsic
phase noise limits the ability to perform long and coherent observations of the ion. Stabilization of
a laser linewidth is usually done by comparing it to a different frequency standard, commonly a well
maintained high finesse optical cavity or a different stable laser system of roughly the same frequency.
In this work we reduced phase noise of a 674nm laser diode by comparing it to a narrow linewidth
laser of wavelength 1560nm. By phase locking an optical frequency comb to that stable laser, we
were able to deliver its relative frequency stability all across the optical spectrum. We then used one
of the comb frequency components as a frequency reference for our diode laser. We characterized
the performance of the electronic locking circuit, and observed the spectral properties of the locked
and stabilized 674nm laser, using a different laser system as probe. We then performed a series of
spectroscopic measurements on a trapped ion, estimating the coherence time limit imposed by either
the laser residual phase noise or by ion-related noise processes. Other limiting factors, such as servo
bumps or frequency drifts were also identified and characterized.
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Part 1

Introduction and Background

Chapter 1

Narrow linewidth lasers and atomic clocks

The ability to accurately track time had always played a central role in advances of modern technology
and science. Clocks, being the machinery aimed for performing this task, are constantly improved and
re-invented to address the requirement presented by fields like precision measurements, navigation
and telecommunication. A clock performance is highly dependent on the quality of the periodic
phenomena it counts, such as pendulum swings or crystal oscillations. Atomic clocks, tracking the
oscillation frequency defined by the energy gap of two internal states of an atom, first appeared over
60 years ago and since played a dominant part in the aforementioned fields, yielding applications such
as the Global Positioning System or the redefinition of the second.

Atomic clocks, that are now common both in science and industry, track the oscillation of two hyperfine
levels of an atom (The second is defined by the two cesium-133 ground-state hyperfine split levels).
The quality of an oscillator, defined as its oscillation frequency divided by its frequency uncertainty
fo/Af, ultimately determines the performance of a clock which uses that oscillator to count time.
The oscillation frequency of the common atomic standards is in the microwave frequency regime, and
using more energetic transitions in the optical domain could result in far better quality due to the
large increase in fy. However, the technical difficulty of counting the electric field oscillations at the
THz regime prevented the realization of such optical atomic frequency standards, or at least rendered
the ability to perform absolute readout of an optical frequency an extremely complicated task [1].
Developments in the field of fs-lasers and the appearance of the frequency comb about two decades
ago, provided means to bridge the gap between the optical and radio frequency ranges, track and
count optical frequencies and consequently build optical atomic clocks. In recent years several optical
frequency clocks were demonstrated, exhibiting fractional frequency uncertainty < 10718, surpassing
that of the microwave atomic clocks by several orders of magnitude [2] [3].

As the energy level transition of an atom is of quantum nature, there is no immediate observable
we can measure to estimate the corresponding transition frequency. To actually extract the desired
frequency we let our atom interact with a classical system which changes the internal state of the atom.
By measuring the atom post interaction, we can tune our classical system to be resonant with the
desired atomic transition. In an optical clock, the classical system is a laser, which is an electric field



oscillating at an optical frequency initially close to the atomic frequency. To recover that frequency
a spectroscopic measurements is conducted, after which the laser is tuned to the estimated atomic
transition frequency. We can thereafter measure the laser frequency and obtain an oscillator ideally
locked to an atomic transition.

Owing to the fact that the high Q-factor resonance is a result of atom-light interaction, both ingredients
are needed to be highly coherent. Specifically, the laser field oscillation frequency should be stable
enough to be able to perform high resolution spectroscopy. Moreover, considering the frequency
uncertainty with respect to the integration time [4]:

A T

n(n = (11)
with 7 being the averaging time and 7. the single measurement time, we note that whenever the
frequency instabilities induced by the laser exceed those that are inherent to the atom, such as the
quantum limiting projection noise, the total instability of our clock is actually dominated by the
laser instability. Other effects, such as the Dick effect [5] [6], degrades the clock performance through
aliasing of fast oscillator frequency noise to low frequency noise. It is therefore clear that reduction of
the probing laser linewidth is necessary to obtain a high performance clock as described.
Driven by precision metrology applications, the field of narrow linewidth lasers advanced over the years
to produce spectrally narrower lasers, reaching the 1 Hz linewidth [7] [8]. To narrow a laser linewidth,
two main tasks should be performed: attaining a frequency reference with better ) factor and tightly
lock the laser to it. In the most common scheme, a carefully designed and well maintained Fabri-
Perot cavity is used as the frequency reference, and the laser linewidth is kept close to its resonance
by means of active electronic feedback, with Pound-Drever-Hall technique being a popular choice for
such setup. Cavity stabilization offers great frequency reference with linewidth reaching the sub-Hz
level, but maintaining such a cavity is a formidable task - the limiting factor is usually the fluctuations
of the two mirror spacing, and it has to be stabled to the femto-meter level and isolated from any
mechanical, acoustical or thermal source of vibration. An alternative frequency reference might be an
already spectrally narrow laser, but such narrow linewidth reference laser is not readily available for
an arbitrary wavelength, and can only be used as a reference in a very narrow band of frequencies
around it.
In this work we follow a somewhat different approach, and use the optical frequency comb not only to
link the optical frequency to the RF, but also to bridge over the spectral difference between a narrow
linewidth laser at a wavelength of 1.5 pm and our laser to be narrowed at 674 nm. The reference laser
at the telecom frequency is referenced to an ultra low noise cavity and stabilized by PDH technique.
The comb, locked to that stable laser, acts as a frequency bridge and delivers coherent frequencies,
with their phase stability acquired from the stable laser reference, to the rest of the optical spectrum.
We then use one of these frequency components as a frequency reference to lock the 674 nm laser
to, and perform measurements with a different 674 nm laser and a single trapped ion to estimate the
performance of such laser locking scheme.
In the following chapters we first present some background and theoretical description of our problem:
the statistical tools we use to characterize out laser phase noise, the laser operation mechanism and
its various noise origins, the frequency comb principle of operation, and some technical methods
for detecting noise and removing it by means of control circuitry. In the second part of the thesis a
description of the experimental setup is presented, following by the details of performed measurements
and their results.



Chapter 2

Characterization of phase noise proper-
ties of an oscillator

A first step in the task of estimating and reducing a laser phase noise is to develop common tools and
methods to describe and measure the phase noise of an oscillator. The discussion presented in the
following chapter is based on [9]

2.1 A noisy oscillator model

A perfect oscillator with a frequency wg = 27y can be described using any perfectly periodic function
with the same frequency. A real-world oscillator, however, regardless of the physical nature of its
periodic phenomenon, can usually be described as an ideal oscillator with two super-imposed noise

processes:
U(t) = [Uy + AU(t)] sin(2rvot + o(t)) (2.1)

The two non-perfect processes, AU(t) and ¢(t) represent unwanted amplitude and phase noise respec-
tively, that degrade the performance of the ideal oscillator. Depending on the physical nature of the
oscillator, a large variety of physical processes might contribute to any of the two noise processes in
a way that cannot be straight-forwardly accounted for. Being so, statistical tools have to be applied
to describe the properties of these random processes. We should notice that the random phase noise
process determines completely the frequency fluctuations, owing to the definition of the frequency:
V(t) = ;ﬂd‘flf) — vo+ ;ﬂdflf) 2 yo 4 Au(t) (2.2)
Where ®(t) = 2mpt + ¢(t) is the oscillator phase described as a random noise process superimposed
on a linear trend with rate 2myy.

The analysis to be presented is applicable to any of the two noise processes, as long as we assume that
their underlying statistic is stationary and ergodic. On the other hand, since the focus of this work is
elimination of an oscillator phase noise, we will assume from here on AU (t) = 0 and ignore amplitude
fluctuations. The following definitions are used as the normalized frequency and phase fluctuations:

(2.3)

2.2 Fourier domain analysis

The frequency stability of the oscillator can be characterized in terms of the intensity of the frequency
(or phase) fluctuations, as a function of the spectral frequency. This is usually done by computing the
power spectral density function based on the frequency (or phase) time signal.



2.2.1 Power spectral density

A spectral analysis of the frequency fluctuations, Av(t), can be achieved by first computing the
autocorrelation function:

R, (1) = /_7; Av(t + 7)Av(t)dt = E[Av(t + 7)Av(t)] (2.4)

Where the last step is valid for an ergodic process. For a weak-sense stationary process we can obtain
the two sided power spectral density as the Fourier transform of the autocorrelation function, following
Weiner-Khintchine theorem:

Sz—sided(f) _ /oo RV(T)e—iQWdeT (2.5)

This PSD also defines the normalized frequency deviation PSD, y(t) = AZét), and the phase PSD
Se(f), following (2.2):

1\2 ' £\2
5,00 = (5) s = (L) su0n (26)
Vo Vo
From the definition of the autocorrelation function in Eq. (2.4), the standard deviation of the purely
fluctuating random process can be estimated as:

T 00
R(0) = / Av(t)Av(t)dt = (02) = / S2-sided( f)qr 2.7)
=T —00
We note that since the frequency fluctuations, and hence their autocorrelation function are real valued
functions, the 2-sided spectrum is symmetric about the zero frequency, and so one can present only
the one sided spectrum as

Simeided(f) = 2. §2eA(p), f >0 (28)

The extraction of the frequency (or phase) fluctuation signal from an oscillating signal is not a trivial
task, and a more straight-forward measurement is the power spectral density of the oscillating signal
itself. We can relate the oscillating signal PSD Sy (f) to the phase noise PSD by the following
argument: Describing our field as the complex form of Eq. (2.1) without amplitude fluctuations, its
power spectral density is:

SU(V) _ / e—iQﬂVTdTUgei27TVOT/ dtei(go(t+7)—<p(t)) (29)

—0o0 — 00

We can replace the second integral time average by the ensemble average over ®(t,7) £ p(t+7) —¢(t)
(Ergodic assumption) and using the central limit theorem (Gaussian probability distribution) we
obtain:

0 2
<6iq>(t’7-)> = / 1 67% eiq:‘(t’T)d(I) = €7§
oo OV 2T (2.10)
—_——

p(P)

where o is the second moment of ®(¢,7) and can be written as:

0” = (92) — (@7 = 2 (p()°) — 2 {p(t)p(t + 7)) = 2 /0 TS L —cos(2nfrldf (211



The oscillator power spectral density can be then written as:

SU(U) _ US /OO e—iQTl’(V—V())TdTe— Jo7 So(f)[1—cos(2x fr))df (2'12)

—00

When we consider the weak phase fluctuation limit where Sy(f)df < 1 we can expend the exponent
to first order and obtain:

Su(v) =U? /_ L= Ry(0) + Ry(r)] e 200 g (2.13)

:Ug [1 — <0'2,>] o(v—1p) + UgS?D_SidEd(V — 1)

The power in the coherent peak drops by an amount proportional to the total noise power, and the
phase noise power spectral density is superimposed on the delta-like power spectrum of the coherent
oscillation. Thus, for low overall noise the two sidebands are a good estimator of the phase noise PSD.
When the phase noise grows larger, the relationship of the two PSDs become less straightforward, and
the oscillating signal’s PSD itself cannot serve as a simple description of the phase noise spectrum.

2.2.2 The power-law spectral density model

Analysis done for real-world oscillators, such as electronic quartz oscillators, laser and atomic standards
[10], shows that experimental results for a oscillator’s phase noise power spectral density can be
modeled using the a power law model:

Sy(f) =ha f* (2.14)

with « taking on typical integral values between —2 and 2. The classical terminology of noise can be
applied here, and we can recognize the type and possible causes of the different power law noise:

1. a = —2 is a frequency random walk spectrum, and is usually dominant very close to the carrier
frequency, making it hard to measure. It usually relates to the physical environment of the
oscillator, like the temperature stability, mechanical shocks, vibrations, etc.

2. a« = —1 is a frequency flicker noise spectrum. It is common in high quality resonators, and
though not fully understood, its causes are assumed to be related to either the resonator’s
physical properties (in quartz oscillators), or to the oscillator’s electronics.

3. a = 0 is a frequency white noise, common in oscillators where the oscillation frequency is
electronically locked to a reference oscillation.

4. o = 1 is a phase flicker noise. This kind of noise is also usually introduced by electrical com-
ponents, such as amplifiers and frequency multipliers, and is common even in high quality
oscillators.

5. a = 2 is a phase white noise spectrum. Usually attributed to stages of amplification, it can
be kept low by careful selection of low noise electrical amplifiers, and band pass filtering the
oscillator output.

To obtain a finite power model, both low and high frequency cutoffs should be introduced.



2.3 Time domain analysis

We wish to analyze the random frequency noise process y(t). Assuming the process is purely fluctu-
ating, its variance is defined as:

7 = () = Ry = [ 2y (2.15)

In an experiment we cannot observe the actual continuous-time frequency fluctuation signal. Instead,
we can estimate the average frequency 7; at time t; estimated over some time 7 using a frequency

counter:
IR x(t; +7) —x(t;
Ui = / y(t)dt = it 7) = ot (2.16)
T Jy, T
With ¢;11 — t; = T the frequency estimation period. This yields a time series dependent on the
integration time 7, which in turn has its own statistical measures, such as the variance agi (). This

variance is a key characteristic of an oscillator’s frequency stability, which we can estimate from a
finite measurements set. Assuming ergodicity, we can use the classical N-sample variance estimator:

1 & P )

2 _ _

(0,(N,T,7)) = <N—IZ yi—NZyj > (2.17)
i=1 j=1

It would be wrong to assume that this estimator converges as we increase N, as is the case with

independent identically distributed data. For actual noise processes of an oscillator, where a substantial

portion of the total power is concentrated at the very low frequency portion of the spectrum, correlation
between samples tends to be high and the data is not independently distributed.

2.3.1 Allan variance

We need then to specify T" and N so to be able to make meaningful and comparable estimation of
the noise statistical characteristics. Following the work of Allan [11], a common choice is the no dead
time two sample variance, called the Allan variance (AVAR):

2 2 2
(o2(N,T,7)) £ 02 = <Z Ui — ;Zyj > = % <<17n - @n+1)2> (2.18)

i=1

A major advantage of AVAR over other N-sample variance is its convergence when applied to a noise
model as the one introduced in section (2.2.2). It can be shown [12] that AVAR can be obtained from
the power spectral density of the frequency fluctuation by applying the following filter:

> in*(wfr
0522/0 dey(f)W

The following table summarizes the functional dependency of 0'5 on 7 in the presence of different
power-law noise processes:

(2.19)

Allan variance response to noise
Noise Type Sy(f) 03 Slope of 05 Vs. 7 on log-
log plot
Frequency random walk || h_of 2 27rh3*27 1
Frequency flicker noise h_if! 2In2h_4 0
Frequency white noise ho 3—2 -1
Phase flicker noise hif 4%;2 (1.038 4+ 3In 27 fyy7) ~ —2
Phase white noise ho f? iﬁ%{ 4 -2

10



The table highlights the ability to extract the AVAR or PSD plots same information regarding the
oscillator noise.

2.3.2 Allan variance for a frequency drift

When the fractional frequency presents a liner drift, i.e. y(t) = at the resulting Allan variance is:

aT
(72:7

V=7 (2.20)

So it will show up as a positive slope on the Allan deviation plot, or as 1/f? slope at low frequencies

at Sy(f).

Chapter 3

Laser

3.1 Laser principle of operation

Laser radiation is a form of spatially and temporally coherent electromagnetic radiation induced by a
laser instrument. Such instrument consist of an light amplifying medium and a resonant optical cavity
for a positive feedback between the emitted radiation and the amplifying medium.

3.1.1 The Amplifying Medium

Three distinct processes are considered when describing the interaction of quantized electromagnetic
field and an electronic transition in matter of energy Fo — E1 = hr, namely photon absorption,
spontaneous emission and stimulated emission. In equilibrium the rate of the three processes combined
vanishes and the occupation of each quantum level remains constant:

% = 0= B1aNip(v) — Ao Na — Ba1 Nop(v) (3.1)
Where Ni, Ny are the populations of the two matter states, p(v) is the energy density of the elec-
tromagnetic field at frequency v, and Asy, By and Bjs are called Einstein coefficients and relates to
the matrix elements coupling the electronic levels and the continuum vacuum states. The third term
in Eq (3.1) is the rate for stimulated emission, a process in which the matter de-excite, emitting a
photon coherent with the present electromagnetic field, and increase its occupation number by one.
Proportional to the energy density of the present electromagnetic field, this process serves as the phys-
ical basis for photon amplification inside a lasing material, as the emitted photon carries the exact
same polarization, phase and direction as the stimulating electric field, hence it constructively adds
up to increase the intensity of that field. For a non-degenerate two level system Bs; = Bjo, and the
intensity of an electromagnetic wave along its propagation direction z is:

on

5 = bo1(Na — N1)n — n(z) = ngel2tNV2=N)z = oG (3.2)

11



When N; > Ny we get the usual light absorption in a material n(z) ~ e=**. When Ny > N; however,
we get light amplification through the medium. The process of achieving Ny > N7 is called population
inversion, and is a required condition for lasing. We note that since Einstein’s By = Bj2, we cannot
achieve more the 50% occupation of the excited state by coupling the two levels, as the stimulated
emission rate will be equal the absorption rate when N7 = Ns, resulting in a steady state occupations.
In a general scheme for population inversion the two lasing levels of F,, > E,; are considered along with
two other energy levels - the ground state F, and the excited state I, such that £, > E, > E; > E,.
If the upper lasing level have a longer decay time with respect to any other excited level assuming
the excited level decays dominantly to the upper lasing level, a population inversion can be generated
by exciting the atoms to the excited state, and since it decays fast to E,, the population at this level
will accumulate to a large population inversion with respect to the almost unoccupied E;. any photon
resonant with this transition can now be amplified, due to the large population inversion of the levels.
Equation (3.2) was derived for a photon of energy fw exactly resonant with the proposed to level
systems, so that ba; = b21d(w — wa1). In actual atomic systems variations of the energy levels across
the amplifying medium due to physical processes (such as collisions, Doppler shifts, stark shifts,
magnetic field splitting, etc) and the finite lifetime of the excited state introduce broadening to the
spectral shape of the electric transition probability. In such realistic case, the gain coefficient G can
be written as:

G(w) = ANba1g(w) (3.3)

Where g(w) captures the spectral shape of the transition, which usually carries a shape of a Lorentzian
or Gaussian around wa

3.1.2 The optical cavity

Placing the amplifier medium inside an optical cavity resonator greatly enhances the laser performance,
as it supplies the essential optical feedback for building a coherent amplification, due to multiple pass-
ings of the light through the optical amplifier. Moreover, its spectral characteristics usually provide a
filtering mechanism, resulting in a narrower band of optical radiation.

A simple optical cavity can be thought of as two plane mirrors with high reflectance and low trans-
mission, placed parallel to one another. With r; and ¢; the reflectance and transmission of the two
mirrors, the electric field leaving the cavity is the sum over all round trips of the field inside it:

w 1

o0
W owr\™M w
E=Eptitse =" (”W Z2°L> B ——T7 (3.4)
m=0 172€ e

and the power is

Egtits

1+ r%r% — 2r17T9 cos(

P=|E = %) (3.5)
C
The frequency dependent term in the sum give rise to a constructive interference when w = 27n - 57,
and destructive interference almost everywhere else. Being so, only very specific wavelength are able
to perform multiple round trips inside the cavity, leading to a longitudinal mode constraint on the
amplified laser field. The term 57 is called the free spectral range (FSR) of the cavity. The spectral
width of each such peak is determined as the full width at half the maximal power (FWHM), and can

be shown to be:

1—riry c

Sy = — 2
v m\/T17r9 2L

(3.6)

12



Hence the more reflecting the mirrors are, the narrower a peak will be, due to contribution of more
waves to the interference pattern. The Finesse of the cavity, a characteristic for the losses of the cavity,
is defined by:
FSR wrir c
F= = V12 - (3.7)

—_— = 72
ov 1-— r17r9 2L Ty

Where 7, is the photon lifetime inside the cavity due to losses. The Finesse can be interpreted as the
average number of round trips for a photon inside the cavity before it is lost.

3.1.3 Conditions for laser oscillation

In a configuration of an optical amplifier inside a positive feedback loop, the conditions under which
a stable laser radiation is emitted should be considered. Taking 3 as the feedback gain parameter, A
as the optical amplification factor and FE;, E, as the initial and emitted laser field, we have:

B, A
(Bt BE) = 5 =154

(3.8)

when SA > 1 the positive feedback becomes negative, indicating an instance configuration. For 5A
gradually increased towards 1, the gain parameter increases to infinity. In reality the gain saturates
earlier due to the non-linear characteristics of the amplifier. Talking the round trip gain as A =
e2(G=a0)L  with g represents losses due to absorption or scatterings, and the feedback parameter
B = riry, we can set A =1 to get:

1
rrgeX G-l —1 g = o In(ri7r2) + ag (3.9)
So we got a threshold condition on the round trip gain - if it can compensate the losses due to the
end mirrors or other imperfections along the way, a stable lasing will build up, even from optical noise
induced by spontaneous emission.

3.2 External cavity diode laser

The ECDL is a typical laser apparatus, emitting a relatively narrow band laser radiation over a widely
tunable range of frequencies. It consist of a p-n junction diode as the laser source and an external
cavity for enhancement of the optical feedback and noise filtering.

space
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Figure 3.1: a PN junction electrons and holes concentration diagram. The depletion region

is the central zone where electrons and holes recombined and an electric voltage across it
balance the excess electron-hole recombination (Image taken from Wikipedia)
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Figure 3.2: An ECDL in Litrrow configuration. The grating is aligned such that the first
diffraction order is directed back into the diode thus closing a cavity (Image taken from [13])

In a semiconductor, the gap between the valance and conduction band is relatively small, and at finite
temperature very few electrons occupy the conduction band. Doping the semiconductor with donor
atoms (n-type doping) adds more electrons to the conduction band, while doping it with acceptor
atoms (p-type doping) leads to more holes occupying the top of the valance band. When such two
doped semiconductors are brought together, the Fermi level energy levels out, leading to holes and
electrons recombination around the contact surface. The area around which the holes and electrons
density changes gradually with respect to the far p (or far n) side of the pn diode, is referred to as the
depletion region. When forward bias voltage is placed along the two terminals of the diode, electrons
from the n side and holes from the p side both enter the depletion region and form the basis for
population inversion. The more charge carriers are injected through the terminals, the more electrons
and holes occupy their excited states at the depletion region, and once population inversion and lasing
condition is achieved, the pn diode starts to act as a laser.

The optical feedback in this configuration comes from Fresnel reflection of light from the output facet
of the semiconductor crystal:

~1\2
R=r2= <Z+1> ~ 30% (3.10)

for n =~ 3.5. This is sufficient for lasing, due to the high optical amplifier gain, but lead to a wide
radiation bandwidth of év ~ 10—100 MHz, which is generally too wide to be reduced by means
of control electronics. The FISR of a diode laser, considering the change in refractive index with
frequency, gives:

Cc

nL(1+ £49%)

n dv

AVy—gmn = ~ 100 [GH 2] (3.11)

The gain bandwidth however is much larger than the FSR, often leading to multimode longitudinal
oscillation of the diode laser.

To suppress the multimode oscillations of the laser and further narrow each mode spectral width, an
external cavity is added. Just like the first cavity, it constrains the laser radiation spectrum through
the introduction of interference with the reflected light. A typical configuration for such external cavity
is the Litrrow configuration, which contain a collimation lens and a grating acts as the end mirror of
the external cavity. Such a scheme is presented in figure 3.2. The grating is placed such that the first
order diffraction is reflected back into the laser diode creating optical feedback, while the zeroth order
diffraction reflects off the grating as the laser output radiation. the wavelength dependent angle of
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diffraction for gratings ensures that only a narrow band of frequencies are even able to reflect back
into the diode, resulting in a much narrower effective gain profile for the entire system. Due to the
higher overall reflectivity and cavity length, the width of each longitudinal permitted mode is reduced
to about 1 MHz, which makes it easier for reduction using active electronic control.

3.3 Noise model of a diode laser

The spectral linewidth of a diode laser is dominated by spontaneous emission process. following the
derivation presented in [14], each spontaneously emitted photon change the overall field phase by both
addition of a random phase and through change of refractive index due to the change in field intensity.
The field and fluctuation term phasor can be described as:

B=Ie" 319
AB; = cHd+Ad:) (3.12)
Taking the electrical field as E = Belwt=k2) 1 ¢ c. and considering the wave equations, we can derive
an equation for 3:

21w w €\ - w?

(e si) - e w) (313
with € = (n’ —in”)? the dielectric constant. Around equilibrium n” = 0 and € = n'? —2iAn’An” (1+«)
where o = An//An”. Following the same derivation one can show that the dynamic equation for 3 is:

. _[G-n : 0=5(G-7) , j_ o;
With G being the stimulated emission rate and  the loss rate. This helps us relate the change
of phase to the change in intensity. With the phase change relating to the i-th photon phase be
A¢y = I"'/?sin(#;) and the phase change coming from the phase to intensity coupling A¢y = — 57 Al
we have:

1
Ap=A¢1 + Agy = 4= [sin(6;) + « cos(6;)] (3.15)
2 21
The phase uncertainty is
Rt(1 + o?)
= 3.16
(agt) = 0 (3.16)

With R the spontaneous emission rate. As the power spectrum of the laser is simply the transform of
(B6(0)B(7)), its full width half max can be shown to be:

R
Af = —(1+a? 3.17
f g I( +a%) (3.17)
The a? term is the broadening factor leading to a broader linewidth then the expected natural linewidth
of a diode laser. it usually corresponds to a couple of MHz linewidth. Further derivation can relate
the spectrum to the output power per facet of the laser:

vghynspam(l +a?)

3.18
8w Py ( )

Af =

With v, the group velocity, ng, = gR/v, the spontaneous emission factor and o, the facet loss factor.
This expression resembles that of the Schawlow-Townes quantum phase noise limit [15], with « being
the broadening factor induced by the intensity to phase fluctuation coupling.
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3.4 Laser phase noise due to propagation through an optical fiber

A linewidth reduction system is typically a tabletop system combining various optical, electrical and
mechanical elements,and are usually cumbersome and not portable. Being so, laser light with reduced
linewidth is by and large distributed to various locations via optical fibers, instead of created wherever
needed. When propagating through the fiber, the laser linewidth is subjected to broadening due to a
phase modulation process, induced by acoustic pressure on the silica fiber. Acoustic waves propagating
through air or any other material are incident upon the fiber face, creating pressure waves that changes
the optical properties of the fiber through the photo-elastic effect [16]. Considering a fiber of length
L and a light phase accumulating phase ¢ = SL = nkgL through it, the phase shift under pressure P
is [17]:

A¢ = BAL + LAB (3.19)

Using Poisson’s ratio p and Young’s modulus F,the phase change due to the effective length change
of the fiber can be expressed as:

P
BAL = —p(1 — 2M)EL (3.20)
The change in 8 comes from two effects - one is the change of the fiber refractive index due to pressure,
and the other is a wave-guide mode dispersion effect due to the change in fiber diameter. The second
effect was shown to be negligible in fused silica fibers [17] so we disregard it. The change in optical
index is related to the strain tensor € through the strain-optic tensor p:

1
An = A <2> = Dijki€kl (3.21)
n?) .

With no shear strain we consider only the diagonal terms. For a homogeneous isotropic material the
strain optic tensor for that part is:

P11 P12 P12
DPij = | P12 P11 P12 (3.22)
bi12 P12 Pul

And the change in optical index experienced by a wave propagating in the z direction is

1 1 1 4P
An=—-n’A=) =Znd=(1-2u)(2
n=-gn <n2>m 57 7 (1= 21)(2p12 +p11) (3.23)
The total phase shift due to stress is:
P op P 1 5
Ap=—p(1—-2u)=L+L—An=p0(1-2u)—=L|[=n"(2 —1 .24
6= AL~ 2 G L+ Ly An =g -2 5L (gem ) -1) (20

This phase modulation becomes a limiting factor when considering the transfer of narrow linewidth
laser thorough a fiber. This effect was demonstrated and shown to yield frequency modulations of 1 kHz
induced by acoustical noise of intensity associated with normal speech[18]. In a different experiment,
a delta like laser spectrum was shown to broaden to a 300H z Gaussian linewidth when after traveling
through a 25m fiber [19].
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Chapter 4

The femto-second optical frequency comb

4.1 Basic description of a mode locked laser

The basic description of a laser apparatus includes an optical gain medium and an optical resonator
for applying the feedback required for a stable laser oscillation. The range of permitted frequencies
is determined by the gain medium bandwidth and the losses inside the cavity. The cavity resonances
are equally separated by v = ¢/2L with L being the cavity length, and when 27 - v << Aw the gain
bandwidth, the laser is able to oscillate in multiple longitudinal modes. The overall amplitude of the
electromagnetic field will be a sum of the contributions of each such mode:

E(t) _ Z anei(w0+27rn-5u)t+i¢n (41)

n

Usually, in both homogeneous and inhomogeneous gain broadened medium, one oscillation mode will
acquire most of the gain, depleting the available gain for other frequencies by cross saturation of the
gain medium. This is referred to as ”gain competition” and further described in [20]. Nonetheless, in
these configurations more than one mode has non-vanishing amplitude, and thus the overall power of
the field at time ¢ is a result of the interference between all oscillating modes.

In the general scenario, the phase of each mode ¢, is a random variable, and the various frequency
components are not constructively or destructively interfere all together. Being so, the overall power of
the field fluctuate periodically about its mean value, and this fluctuation is negligible with respect to
the mean power of the field. On the other hand, when a fixed phase relationship is established among
the relevant frequency components (e.g. ¢, = 0 Vn), the laser output power experience constructive
interference whenever ¢ = m/jv of width 7 « 1/Aw, followed by destructive interference in between
these times. This gives the laser a pulse-like mode of operation, for which the output power peaks

Mode locked Vs. unlocked laser
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Figure 4.1: Optical power simulation of 100 frequency components spaced by 100 KHz
around 200 MHz with locked phases and random phases. The pulsed-like operation of the
mode locked laser is demonstrated by the periodic power peaks of resulting from the mutual
constructive interference
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sharply and briefly in a periodic manner in time. Figure 4.1 plots the instantaneous power for the
unlocked and locked modes of the laser, for different number of contributing oscillation modes.

To attain a mode locked operation of the laser, one needs to establish a loss mechanism inducing
higher net gain for short pulses. This is done by introducing either an active or a passive mode locking
scheme onto the basic laser structure. Active mode locking refers to an external modulation of the
intra-cavity losses or the gain, which gives rise to an AM of the oscillating frequencies and couples
adjacent frequency components using their sidebands [21]. Passive mode locking, on the other hand,
does not rely on external modulation or control of the laser gain and losses, but rather introduces
non-linear effects of intensity related transmission or refraction [22], optimizing the gain for pulsed-like
operation.

4.2 Time and frequency domain analysis

The output of a mode locked laser consist of a series of pulses, oscillating at the carrier frequency
wp. Considering only a single pulse, its spectral contents is the Furrier transform of its temporal
envelope function, centered around the carrier frequency wg. For example, the spectral description
for a Gaussian envelope function of width 7 is of a Gaussian of width Aw = 1/7 centered around wy.
For a series of such pulses, assuming the repetition period 7T, > 7, the related Furrier description is
of a series of frequency components equally spaced by f, = 1/7, with amplitude determined by the
spectrum of a single pulse. This can be seen using Poisson sum formula:

[e.9]

f&)y= > frt—mT)=fr Y F(k- fp)e™ (4.2)

m=—00 k=—o00

Where F(f) is the Furrier transform of the single pulse fp(t). So indeed the spectrum for such infinite
series of pulses consist of a series of spectral lines at frequencies k - f,.. If we now allow the phase
of the carrier frequency with respect to the envelope peak ¢.. to evolve linearly from pulse to pulse
such that ¢ee = nAdeeo + Po for the n’th pulse, we get a series which is not quite periodic in time.

Nonetheless, performing the Furrier analysis for such series as in [23], and defining feeo = Af;e" fr we
get the pulsed laser spectrum as a frequency comb with teeth at:
Up = fceo +n- frep (43)

Figures 4.2a and 4.2b provide a description of the light pulse and its characterizing parameters in
both the time and frequency domain.

4.3 Stabilization of a frequency comb

According to Eq. (4.3) a frequency comb is characterize by a set of spectral components, each de-
termined precisely by two radio frequencies, feceo and frep. The mode spacing has been verified to
be equal to the laser repetition rate up to 6 parts in 10716 across the comb output spectrum [24],
providing the evidence for the importance of the two radio frequencies in the determination of the
comb output spectrum. In a free running mode locked laser, these two frequencies are subject to the
same noise processes described in chapter 2, and each comb tooth will experience a correlated phase
noise as a result of the above relation. A frequency shift by df in f., will result in a similar shift
of all other comb teeth. A shift by f in fr¢, will result in a similar change to the mode spacing,
and a change to each one of the comb teeth scaled by the tooth number n. For optical comb teeth
of frequencies on the order of 4 - 10[Hz] n is on the order of 10, which renders a huge scaling to
the phase noise coming from the repetition rate noise. It is obvious then that for the comb to span
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(b) Mode locked laser frequency domain description. The two RF frequencies frcp, and feeo
are indicated as the frequency spacing and distance from DC

absolute optical references throughout the spectrum, the two radio frequencies must be extracted and
stabilized.

4.3.1 Stabilization of the carrier-envelope offset frequency

Although the small contribution to the phase noise of optical frequency teeth, the inability to observe
and lock the the offset frequency f.., had limited the use of frequency comb as absolute frequency
references, and succeeding in stabilizing f.., had led to the exploding interest in the frequency comb
in the field of precision measurements and to the physics Nobel prize in 2005. The actual physical
property we wish to stabilize is the pulse to pulse carrier-envelope phase Adceo, which is the excess
phase that the carrier accumulates over each pulse with respect to the envelope phase, and is related
to the different phase velocity and group velocity inside the cavity. Therefore, in order to stabilize
this frequency we need to electronically control some properties of the laser cavity that affect this
difference. This is done by controlling either the accumulated phase using intra-cavity EOMs or by
tilting one of the cavity mirrors [25].

The extraction of f., relies on the generation of an octave spanning pulse, i.e. a pulse containing in
its blue spectrum frequency teeth which are double the frequency of its red spectrum teeth. This gives
a hard temporal constraint on the pulse length, which amounts to a few fs pulse. It can be achieved
by spectrally broadening the outgoing pulse inside an optical fiber by means of self-phase modulation
[25]. When such a spectrally wide pulse is generated, its red spectrum is multiplied an overlapped
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with its blue spectrum. When we the beat a spectral components f, and fo:
fn = fceo +n- frep
f2n = fceo + 2n - frep

This beat note frequency can be then phase locked to a reference stable oscillating signal, thus locking
the frequency shift each comb tooth experiences. The excessive frequency noise random process
A feeo(t) adds to each comb tooth in a straightforward fashion:

fCGO = fceo + Afceo(t) — fn = fceo + AfCBO(t) + n- frep (4‘5)

So stabilizing feeo to the mHz level will yield a fractional frequency noise < 10717 for an optical
frequency.

} =2 X fn - f2n = 2(fceo +n- frep) - fceo +2n - frep = fceo (44)

4.3.2 Stabilization of the repetition rate frequency

The repetition rate of a mode locked laser is easily observable, as it is manifested in the rate of laser
pulses. Being so, observing the power of the laser output yield a signal oscillating at a fundamental
frequency equal to the repetition rate. Stabilizing this signal is carried out by feedback on the cavity
length and intra cavity EOMs. We note however that whatever residual phase noise remains for this
frequency @,ep(t). it scales with the comb teeth, a factor of ~ 10 for optical frequencies. A different
approach is to extract the repetition frequency from beating a stable optical frequency reference with
the comb. Assuming the m* comb tooth is the closest frequency component to f.,, the frequency of
a stable radiation source, then for every other tooth wu:

m'f'rep:fcw_fceo+Afrep_>fu:fceo+ (fcw_fceo+Afrep) (46)

So the frequency noise process scales by the teeth ratio, generating a scaled phase stability transfer of
a cw laser to a large portion of the optical spectrum

u
m

Chapter 5

Measurement and reduction of a diode
laser phase noise

5.1 Phase noise measurement of an optical oscillator

As described in chapter 2, an appreciation of the phase noise process of an oscillator is needed to
determine the oscillator performance. The phase of the oscillator, however, cannot be directly obtained
when observing the oscillating signal over time. Because of the highly non-linear nature of the sine
function, we cannot obtain an estimated phase signal out of an oscillating signal, without major
ambiguities. Furthermore, when it comes to laser oscillations, the high oscillation frequency of the
electric field makes it intractable to build an apparatus that can track the oscillation or even count
its period. The methods by which the phase noise of an optical signal can be extracted are described
below.
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Figure 5.1: Heterodyne and homodyne optical schemes

5.1.1 Heterodyne detection of an oscillator phase noise

In an heterodyne scheme, like that presented in figure 5.1a, the laser under test is analyzed using a
reference laser system, commonly called the local oscillator (LO). The optical scheme consist of simply
beating the two lasers on a photodiode. Assuming both lasers overlap each other, the power signal
detected by the photodiode will be:

Opd(t) :|ADUT COS(wDUT -t 4+ (,ODUT(t)) + ALO COS(OJLO -t 4+ ¢Lo(t>)|2

(5.1)
=Ppur + Pro + 2ApurAro cos(wpur - +¢pur(t)) cos(wro -t + ¢ro(t))

Because of the photodiode finite bandwidth, which usually is of the order of ~ GHz, it acts as an
integrator for the high optical frequencies and averages over the fast oscillating components. As for
the mixed term, following the identity:

1
cos(wy -t + 1) cos(wa - t + pa) = Q[cos((wl +wa) - t+ o1+ p2) +cos(Awra -t + 1 — p2)]  (5.2)
And from the same reasons as above, the output of the photodiode can be written as:
Opp(t) = Ppyr + Pro + AroApp - cos(Aw - t + Ap(t)) (5.3)

With Ap(t) = ppur(t) — pro(t) and Ap(t) being the low pass filtered version of Ap(t), due to the
detector bandwidth. It is obvious than that when the phase noise of the local oscillator is significantly
lower then that of the laser under test, the resulting signal is an RF signal oscillating at Aw = wro —
wpyr with the exact same noise process as the laser field. Analyzing that signal using conventional
RF analysis tools will reveal information of the laser phase noise characteristics.

5.1.2 Homodyne measurement technique

In an homodyne scheme, as the one presented in figure 5.1b, the same laser under test is used also
as a local oscillator. To gain information on the phase noise process, the laser is split into two arms,
on one of which it is frequency shifted by wrpr and delayed by 7. The delay is usually introduced as
simply elongation of the arm length with respect to the other arm. Following Eq. (5.2), the resulting
signal at the photodiode detector can be written as:

Opp(t) = Py + Pocos((wo + Q)T —Qt + o(t) — o(t — 7))
@

(5.4)
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Using the Wiener-Khinchine theorem, we can show that the power spectral density of the photodiode
autocorrelation signal is [26]:

S(uw,r) =— 2107 s = 1)) |

_ I
:1+(wj:Q)27'02 -{l—e e [cos((w:l:Q)]T\)—i— R

7|
+ Pyme” 76 (w £ Q)

(5.5)

Hence, when the delay along one arm is much larger then the laser coherence time 7 > 7., We
are left with a Lorentzian line shape which is is determined by 7., and gives an estimation of the
white frequency noise of the oscillator. When 1/f noise is also present, the resulting lineshape is
a convolution of a Lorentzian and Gaussian lineshsapes, known as Voigt profile. given that profile,
the white and flicker frequency noise components can be estimated approximately [27]. We note that
though 1/f noise process is not strictly weakly stationary, using Wiener-Khinchine to determine the
noise properties from its power spectral density does in effect yield meaningful results.

5.1.3 Extracting the phase noise of an RF signal

Tracking the phase of an oscillating signal in the presence of noise is a complicated task, as the
nonlinear nature of the oscillation results in ambiguities of the actual phase of the oscillator. Several
methods have bean proposed to detect the phase noise signal [28], the main being direct observation
of the spectrum, Heterodyne / phase detector based schemes and frequency discriminator schemes.
The first method, being the most simple, doesn’t perform well in the presence of dominant 1/f noise
close to the carrier, and cannot distinguish AM from PM noise. It is more usable when AM is less
of a problem and the carrier frequency is locked and stable during the observation window. Here, a
heterodyne method usually used for coherent demodulation of phase modulated signals is presented.
In the general scheme the signal under test, assumed to be oscillating in a nominal frequency fy, is
mixed with two quadratures of the same oscillator at frequency f,,. Noting that:

cos(2m fot + p(t)) - cos(27 fiul + ;)

= % [COS(Qw(fO — fa)t +o(t) — &) +W] (5.6)

The second term canceled as it can be filtered out. Thus, by properly choosing ¢;’s (i.e. choosing
¢2 = ¢1 + w/2) we can get two quadratures of an oscillating signal at frequency fo — f, and with
the same phase noise process. These two signals, called the Q and I quadratures signals, are then
demodulated using the 4 quadratures inverse tangent function:

v(t) = arctan<?> = mod (27 (fo — fn)t + ¢(t) + 0, 27) (5.7)

This scheme is insensitive to amplitude noise, as the amplitude related fluctuations exactly cancel out
under the devision of the two quadratures. Further more, the phase ambiguity of an oscillating signal
around the minima and maxima points are removed using the second quadrature, which exhibits linear
phase response at these points. The output signal is mostly a linear function of time, wrapped 2.
Unwrapping the signal is a simple task, and after elimination of the linear phase trend corresponding
to the angular frequency of 27(fy — f,), the underline phase noise process sample is revealed and
statistics about it can be inferred by taking repetitive measurements.

5.2 Control theory and phase locked loops

Control theory is a field in engineering dealing with the control and stabilization of physical dynamic
systems. It usually aims to regulate an otherwise disturbed or noisy system output by controlling
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its input. If the control signal is generated by observing the physical system output, the scheme is
referred to as ”feedback” control, while if the control signal is generated by measuring a different
system variables, it is referred to as ”feed-forward” scheme. a PLL (Phase Locked Loop), is a specific
kind of feedback scheme, aimed to regulate the output phase of a VCO (voltage controlled oscillator)
with respect to the phase of a reference oscillator. Since a laser is itself a VCO, this scheme is useful in
stabilizing the laser output frequency and reducing its phase noise. The description and characteristics
of a PLL, along with a brief overview of linear system analysis is presented in the following sections.
Further details can be found in [29][30].

5.2.1 Linear systems and transfer functions

We consider a general single input single output (SISO) system, where z(t) and y(t) are the input
and output of the system, respectively. For a linear time invariant (LTT) system, the following general
differential equation relates the system input and output:

n

S a0 () = 3 b (1) (5.8)
7=0

1=0
Using the Laplace transform: L(f(t)) = [;° e ' f(t)dt we can transform the time derivative into a
polynomial in s. Ignoring the system initial conditions, the system of Eq. (5.8) can be represented as:

s " ais' = X (s ” s Yis) _ 2j=0b = H(s
Y(); i —X()jgob] _>X(s) Zzlzoaisi_H() (5.9)

The output response of the system to an input signal x(¢) can be realized by multiplication in the
Laplace domain with the system transfer function H(s), or by convolution:

y(t) = x(t) = h(t) (5.10)

Where h(t) = £L~! (H(s)) is the inverse Laplace transform of the system transfer function.

We can now consider noise process superimposed on the output. In Laplace domain this system looks
like:

Y(s) =G(s)X(s) + N(s) (5.11)

Such linear open loop system is described in figure 5.2a. To eliminate the noise we might adopt a
feedback scheme, involving a controller with transfer function C(s). In that case, the system is:

Y(s) =G(s) (X(s)+C(s)Y(s)) + N(s)

N(s)
N(s) X(s) G(s) Y(s)

X(s)—— G(s) —é)—Y(s) C(s)

(a) Open loop system system (b) Closed loop system scheme

Figure 5.2: An open and closed loop scheme. In a closed loop system the open loop output
is injected back and determines the system input, hence the term feedback
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The resulting transfer function for the signal and noise processes are called the closed loop transfer
function and the error transfer function respectively. Since the controller is a system of our choice, its
proper design is the key for obtaining the desired system performance and eliminating noise or other
sources of error. For instance, in the limit of G(s) — oo, Y (s) — X(s) as desired.

To ensure a reliable operation of the system the stability of the closed loop transfer function must be
considered. We notice that when G(s)H(s) — —1, both the closed loop and error transfer function
explode. Thus, a proper design of the controller should address this issue and verify that the transfer
function is sufficiently distant from -1 for every frequency, where s — iw. Noting that —1 = 20 -
log;,(0)e’™, two measures usually characterize the system stability: The first, called the gain margin
of a system F(s), is the system gain at the frequency wy where arg(F(wg)) = w. The second term,
the phase margin, is the excess phase with respect to m at w;, where w; is the frequency at which
20 - log;o(F(we)) = 0:

GM =20 -log;o(F(wp)), wo s.t. arg(F(wo)) =

0
5.13
PM =7 —arg(F(w1)), wi s.t. 20 -log;o(F(w1)) =0 (5.13)

A Bode plot is a plot of a system gain (in dB) and phase Vs. frequency. On this kind of plot the gain
and phase margin can be graphically presented as the phase value at the zero dB gain crossing point
and the gain value at the —180 phase crossing point.

5.2.2 A simple PLL model

A PLL feedback circuit on the output of a VCO, setting its average frequency equal to that of a
reference oscillator. Though PLLs comes in different configurations, a simple PLL model is described
for clarity. In a PLL circuit, the input variable is the phase of the reference oscillator 6;(s), and the
output is the the phase of the VCO 6,(s). The additive noise that is superimposed on the VCO phase,
that is not set by the control but rather by an inherent noise process, is labeled ¢(s). A scheme of
such circuit is presented in figure 5.3. The PLL has three main components: the phase detector, the
controller and the VCO.

e The Phase Detector: A phase detector, or sometimes frequency-phase detector, is a system
whose linear response is proportional to the phase error 6; — 6, (mod 27):

Vqd = Kd (91 — 90) (5.14)

There exists a couple of physical realizations of a phase detector, the simplest is just a filtered
mixer, as its output is an oscillating function of the phase that can be viewed as linear when the
phase error remains small.

¢(s)
0i(s) —ppHcontrollerHvcok®r 8:(s)

1/N

Figure 5.3: A PLL schematic model, showing the Phase detector (PD), loop controller, VCO
and frequency divider
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e The loop controller: The controller is the main component with which we design and implement
the desired transfer function for both the noise and the signal. Its transfer function general
structure and number of poles determines both the PLL order and Type. a general PLL is
Type II (has two integrators) and order 2 (it’s characteristic equation has two poles). A popular
controller is the PID, with a proportional, integral and derivative gain of the input signal:

t .
u(t) = kpe(t) + ki /0 e(r)dr + kddil(tt) L U(s) = <kp + kg + k;ds> BE(s)  (5.15)

The intuition behind a PLL operation can be inferred from its time domain description. While
the proportional part takes care of immediate phase error and corrects for it, the integral part
produces an output corresponding to the accumulated phase error, in prospect of eliminating any
steady state phase error and reduce possible errors oscillations. The derivative part is correcting
for future errors, as estimated from the slope of the error signal, which will introduce a stronger
response to more abrupt phase excursions.

e The Voltage Controlled Oscillator: as the name implies, the a VCO is an oscillator whose fre-
quency can be tuned through changing the applied voltage on its control input. defining K, as
the voltage to frequency sensitivity of the VCO, and remembering that the output phase is an
integral over the VCO frequency, we write:

_ / " Kyu(r)dr s V(s) = %Vc(s) (5.16)

And so the basic VCO is just a phase integrator.

We note that this PLL order (which states the amount of integrators) is 2. The open loop transfer
function is thus:

0o KK, k; Kgs® + Kps + Ki
G(s):—ozdi kp+ — + skq| = a5 Aps (5.17)
0. s s 52
The closed loop function for the input phase and the noise in that case is:
His) = Oo(s)  G(s) K s? + Kys + K;
0:(s) 14+G(s) (14 Kq)s?+ Kps+ K, (5.18)
o 1 ’ '
B(s) = 0o(s) s

p(s) ~ 1+G(s)  (1+Kq)s?+ Kps + K,

5.2.3 Time and frequency analysis a PID transfer function

For simplicity, a system with K; = 0 is further considered. Both the error and signal transfer function
have the same denominator, called the characteristic equation. Since its an 2nd order equation, we
can make the correspondence with a system with natural frequency w, and damping rate (:

2w (s + w2 52

H(s) = E(s) = 5.19
() 82 + 2wp(s + w2’ (s) 82 + 2wp(s + w2 (5.19)

Figure 5.4 depicts the frequency response gain of both transfer function, for normalized frequency
and for various damping rates. These graphs illustrate the basic property of a phase locked loop - for
frequencies below a certain threshold, the loop track the frequency modulation of the input phase, and
attenuate noise. For higher frequencies, however, noise just pass through while the loop fails to track
the input phase modulation. Thus, the loop behaves as a low pass filter for input phase modulation
and high pass filter for noise modulation. This behavior is attributed to the fact that the PLL has a
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finite bandwidth. This bandwidth limits the ability of the loop to track fast changes in input phase,
and so limits the ability to correct for phase noise of high frequency.

Besides the frequency response of the PLL system, also the transient response should be considered,
as it dictates the exact temporal way a PLL will respond to changes in the input. We can, for instance,
consider the system response to a Af phase step:

A6 A8 Abs

bo(s) = H(s) s s 82+ 2wp(s+ w2

(5.20)

The first part of the response correspond to the steady state response of the system. The second term,
including the characteristic equation, determines the transient response, which decays with time. The
decay time and behavior is fully dictated by the roots of the characteristic equation. Since these roots
are s12 = —wp( + wp/C¢% — 1, the transient response will look like:

Oo(t) ~ cos<\/§2 - 1wnt) e~Swnt _ 45—1 sin<\/ ¢ — 1wnt) e~ cent (5.21)

A damping parameter ¢ < 1 will introduce decaying oscillations into the transient response, and will
exhibit an overshoot of the phase. On the other hand, a large decay will eliminate the oscillations,
on the expense of a longer decay time due to the hyperbolic decays. Figure 5.5 shows the transient
response to a step function for different damping parameters. By adequately tuning the controller,

the two loop parameters are chosen as well, so one can attain a PLL with the transient specification
needed.

5.2.4 Higher order Type 2 PLL

In reality (and specifically in our PLL implementation), PLLs might contain several additional poles
besides those we considered in our basic type II 2nd order PLL. These poles might be due to the
physical or parasitic behavior of one of the components inside the loop, like a modulation bandwidth
for a VCO. Furthermore, these can be inserted deliberately as low pass filters along the way, to either
filter-out high frequency components emanating from the phase detector, or simply to enlarge the gain
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Figure 5.4: Bode plots for the reference phase and VCO phase noise showing the PLL
tendency to follow the reference phase
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Figure 5.5: Transient response of a PLL with different damping coefficients to input phase
step

roll-off of the open loop system.

We know that the closed loop response function is greatly determined by the open loop one, so it
is important to realize the effect of additional poles on the transfer function. We know that the
asymptotic plot of a pole is of 0dB gain up until the corner frequency, and a —20dB /dec gain slope
starting that frequency. Being so, poles that their corner frequency is far above the bandwidth of the
loop, could be ignored, at least to first order, when considering the correct gains for a configuration
of the loop. Parasitic poles which occur within the desired PLL bandwidth might limit it, and should
be considered when designing the PLL.

Chapter 6

The trapped ion

An atomic clock is essentially an apparatus for extracting the frequency of an atomic oscillator. In
our lab we trap ions and through coherent interaction perform various kinds of measurements with
and on them. The ability to trap and cool the ion using optical and RF electrical fields had made
it possible to perform spectroscopy in the recoil-free Lamb-Dicke regime, enabling narrow linewidth
spectroscopy robust to some of the systematic frequency shifts inherent to other atomic reference
systems. Spectroscopy of such system is very sensitive to the spectral content of the probing laser,
a property we can use to measure and estimate the features of our laser. The following is a brief
description of the physical realization of such trapped ion system, along with a derivation of the
interaction dynamics of an ion with a classical laser field, and the spectroscopic tools it gives us.

6.1 A physical realization of a two level system

In our lab we work with strontium ions [*8Sr*]. The strontium element is located at the second column
of the periodic table, and after ionization it remains with one electron in its outer shell, making it an
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Hydrogen-like atom. The energy level diagram for 88Sr* is presented in figure 6.1. Two important
features makes 88Sr* a good choice for trapped-ion kind of experiments, and specifically for optical
clocks: first, the }55’1 /2> — ’4D5 /2> transition is an optical narrow transition; It is an electric dipole
forbidden and electric quadrupole allowed transition with a narrow linewidth and long lifetime of about
360 ms, making it a good optical reference transition. Second, all other lasers needed to actually trap,
cool, initialize, re-pump the ion and detect its state are in the optical domain and can be somewhat
simply generated using tabletop laser diode and optical systems.

6.1.1 Trapping and cooling an Ion

The ion, being an electrically charged particle, can be trapped using electric fields. Laplace’s equation
V2p = 0 renders the trapping of an electric charge using only DC field impossible, and a Paul trap
overcomes this difficulty by presenting oscillating voltages as part of the trap. The general form of
such potential can be written as:

VI%F cos(Qrpt)

2R2 ((~11:L‘2 + d2y2 + &322) (6.1)
RF

. v
o(T,t) = —dg (a1w2 + asy? + a3z2) +
2R3,
With Z?:l a; = E?:l a; = 0 as implied from Laplace’s equation. A popular configuration is the
linear Paul trap, in which a DC potential is used to trap the ions along the trapping axis 2, and an
RF potential traps the ion in the perpendicular plane. The RF potential is:

. Vv 2 — y2
(I)RF(T‘,t) = 5 COS(QRFt) <1 -+ o2 > (6,2)

Which, for a sufficiently high drive frequency creates an effective potential form a particle of charge g
and mass m

m
Qepf = ;qwf (=* +¢%) (6.3)
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Near the center of the trap, the static potential due to the end caps is

m 1
q)s = ?qwg <Z2 — 5 (1'2 + y2)> (64)
Where the trap secular frequency w, is determined by the geometrical and other electrical properties
of the trap. The overall effective potential is a 3D confining potential:

1
O, = 022 @, = 2% <w3 - 2w§> 22 (6.5)

Further description of the trapping potential, as well as derivation of the ion motion inside the trap
and its parametric regions of stable trapping can be found in [31][32].

Being trapped by the electric field pseudo-harmonic potential, the ion has to be cooled down to the
motional and internal ground state. To cool the motional degrees of freedom, a Doppler cooling
scheme is applied, where a red-detuned 422 nm wavelength laser is applied in two counter propagating
directions of the ion. Before cooling begins the ion usually travels at large velocities corresponding
to hundreds of K, so its motion can be described classically. Doppler effect further shifts the light
red-detuned frequency, so that when it travels towards the laser source it shifts the light frequency
closer to the ‘581 /2> — ’5P1 /2> resonance, making it more plausible for the ion to absorb a photon.
The momentum quanta transfered by the absorbed photon then reduces the momentum of the ion.
The effective force the ion experiences by these two lasers can be derived for small velocities [33]:

hk2~3 A I ;
2 [A?+(v/2)? Lt

F= (6.6)
With « the natural linewidth and A the laser red-detuning. This cooling scheme is limited by the
fluctuating force induced from the spontaneous emission of photons to random directions, and the
Doppler temperature limit Tp = 2}% amounts to about 1 mK for our ion, corresponding to harmonic
trap potential occupation of about (n) ~ 10.

6.1.2 State initialization and detection

We initialize our ion in one of the two ‘551 s2,m = +£1/ 2> states. This is done by what called optical
pumping, a scheme in which optical fields couples only one of the low energy states to an excited state
in the atom, leading to the incoherent accumulation of population in the other low energy dark state
through decay. In our case, we couple the ‘551/2> — ‘5P1/2>. We used ot or o~ polarized light to
couple only one of the two Zeeman levels, so that population at this level is transfered into the excited
P state. The short P lifetime induces fast spontaneous decay to the two Zeeman S levels. This kind
of scheme ensures that after a long time (compared to the excited state decay rate) the excited state
population is accumulated at the uncoupled ground Zeeman level. When excited to the |5P1 /2> level,
the ion has a small probability of decaying to the ‘4D3 /2> manifold, possibly transferring some of the
population to a different state. To overcome this problem, a pump laser coupling the }4D3 /2> ‘5P1 /2>
at wavelength 1092 nm is operated at all times, making sure that that ‘4D3 /2> remains empty.

To detect the state of the ion after its interaction with the narrow linewidth laser, we perform a scheme

of state selective florescence [34]. We take advantage of the long lifetime of the ’4D §> manifold, and
couple the ‘55 1 > “ ‘5P% > states. Being very short lived excited state, high rate photon isotropic

scattering starts as soon as the |S) — |P) coupling starts to coherently excite the |P) level. Before
detection, the ion is assumed to be in some coherent superposition of |S) and |D), following the
coherent interaction with the 674nm laser. When the 422nm laser is turned on and the detector
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starts to capture scattered photons, the ion state collapses into either |S) or |D), according to the
generated superposition. If the ion collapsed into | D), there would be no population in |S) to couple to
the |P), and generally no photons will scatter or be detected. On the other hand, if the ion collapsed
to the |S) state the |S) <> |P) will yield many scattered photons, that would be detected by the
photon detector.

6.2 Ion-light interaction and spectroscopy

6.2.1 Theoretic description

We consider the interaction of our ion, described as a two level system trapped in an harmonic poten-
tial, with a classical electromagnetic field, generated by laser radiation. The most simple Hamiltonian
for such system is:

1
H = Ho + Vips = hw|e)e| + hey (aTa + 2) + Vit (6.7)

Here w = w, — wy corresponding to the energy difference of the ground and excited state, w; is the
harmonic trap frequency and &;’s are the Pauli operators. For our purpose, since the laser detuning
from the atomic resonance will be smaller then the energy associated with the trap § = w; —w << wy,
we will disregard the harmonic trap potential for the rest of the derivation. The interaction part of
the Hamiltonian is due to the presence of the plane-wave, for which:

A - . )
Vint = nialil 4 o ereZ(kx_w‘t)e .p =eAge” “ie. p[l +ikx +...]
Me
) i (6.8)
~e Age it [e -p+ 5((k Xe€) (x Xp)+ kaann)]

With Qnn = T, — %x%mn the electric quadrupole tensor, and the first two terms are the dipole
electric and magnetic coupling moments. Since in our case we couple the S and D level, both with
the same parity, the leading electric dipole interaction and the following magnetic dipole interaction
don’t contribute to the effective coupling. The resulting interaction described as [33]:

BAkae x [ieT™ +ce] = hé2 (67 +67) {e’i(“”t*%) + c.c.} (6.9)

V;nt = 9

Where Q = # (S| xe - x|D) and the 6% are the usual raising and lowering operators in the SD
subspace. To simplify the dynamics we apply the transformation into the interaction picture, with
U= e%H‘)t, and use the rotating wave approximation to eliminate fast oscillating terms:

H; — UH Ut :? <eiwtll><1' + yo><0\) (67 +67) [e_i(“’l“'g) + ei(le%)} (e—iwtllx” + |0><oy)

:@ (6+eiwt + (}_e_i‘*’t) {e_i(wlt"'%) + ei(wlﬂ'g)} (6.10)
RWAi ? (a.+ei(w7wl)t + 6_767i(w7wl)t>

We consider our general quantum state |¢) = ¢, |g) +c¢. |e) (defining |S) = |g) and |D) = |e) for consis-
tency with usual notation) and derive the Schrodinger equations of the interaction picture dynamics,

with the former transformation U = el and ‘zﬂ> =U|¢):

) (UT ‘¢>) —Hut W /.U

— 0y, |§) = [UHUT + in(@U)UT [ &) = [ [1)01] + Hy = R [11[] |6) = A [) (041
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Figure 6.2: Excitation probability for the two level system Vs. the exciting field detuning,
for various excitation times

In the interaction picture U 1) = ¢, |g) + cce™? |e) = ¢4 |g) + Cc |€). We can now write the equations
for the two amplitudes:

o Qo —idt
) o oy s (gl : ic, = Fe "%,
ho, ‘¢> -y ‘¢> = [e By le) + et |g>] (6.12)
2 (e| : ic, = Leidte
: e =73 g

Assuming our two level system began at the ground state, these coupled differential equations has the
following solution:

(6.13)

Q Q
Ce(t) =— zQe2tsm< 5 t>

These equations for the dynamics of the two levels amplitude describe an oscillation at frequency

= V2 + 62 called the ”generalized Rabi frequency”, which goes to the Rabi frequency 2 in the
6 < Q limit. The population of the excited state:

. 1 /1 1 -
Pe(t) = C,Ce = ﬁ <2 — 5 COS(Qt)> (614)
+ QQ

In the low detuning limit Q > § we perform full oscillations at nearly the Rabi frequency. We notice
that when Q¢ = 7, the excited state population is

T 1 >
e (Q) o (6.15)

These kind of pulses are called w-pulses and they are used in spectroscopy to find the zero detuning
frequency. Figure 6.2 shows the excitation probability Vs. detuning for different pulse areas.

Density matrix representation and Bloch sphere

The density matrix representation of the two level state in the rotating frame is
b Y- (2 )
Cicg Creg
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Figure 6.3: Bloch sphere representation for the two level system and light interaction. The
precessing vector represents the Bloch state of the two level system. The £ vector determines
the precession orientation

and it evolves according to:
(atﬁee = Z% (ﬁeg - ﬁge)
atﬁgg = _i% (ﬁeg - ﬁge)

Op =~ [H1, 5] - (6.17)
az‘,ﬁge = _iéﬁge - Z% (ﬁee - ﬁgg)

\atﬁeg = Z'(Sﬁge + Z% (ﬁee - ﬁgg)

We can adopt a convenient perspective of this system and view the dynamics of the expectation values
of the three Pauli operators:

(02) =Tr{lg) (el p} + Tr{le) (9] A} = Peg + Pye
(0y) =i Tr{|g) (el p} — i Tr{le) (9| p} = i(Peg — Pge) (6.18)
(02) =Tr{le) (e p} — Tr{lg) (9| P} = Pee — Pyg

Plugging in Eq. 6.17 governing the time evolution of the density matrix we get:

Ot (62) = 6 (Gy) ~
0 (Gy) = =0 (62) — Q(62) p — 81 (6) = Q@ x (0) (6.19)
0y (62) = Q(6y)

(¢) is called the Bloch vector, and its dynamics is of a precession about the vector Q = Q& —62. Since
its size is a constant of motion under this kind of evolution, it defines a sphere called the Bloch sphere.
A couple of useful visualizations are presented in figure 6.3. The first frame describes on-resonance
Rabi oscillations, the Bloch vector precesses about (O = Q4 and the population inversion pee — pgqg
oscillates from 1 to —1 at an angular frequency €. In the second frame a detuning was added, the
Bloch vector oscillates at frequency Q = VQ2 + 62 about the Rabi vector and does not reach the upper
pole corresponding to maximal excitation probability. In the third there is no field coupling, but the
detuning J exists. The Bloch vector, here presented to be on the equator, precesses at rate ¢ around
the Z axis, due to the relative phase accumulation of the ground and excited state.
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6.2.2 Spectroscopic tools

The coherent operations described above are strongly dependent on the laser detuning from the
atomic resonance. We can use these as tools to estimate the resonance properties of our laser and of
the Ton.

Rabi spectroscopy

Rabi spectroscopy is a method for finding the resonance frequency of the atomic system, by performing
excitation pulses while scanning the laser frequency. Following Eq. (6.13) and (6.14), when we
perform an on resonance w-pulse we excite our atom with probability — 1. The excitation probability
decrease with the detuning as presented in figure 6.2, and the spectral width of the excitation Vs.
detuning graph can be helpful in determining the laser-ion combined phase noise process. From the
two equations we learn that the detuning becomes significant as we lower our Rabi frequency. We can
also think of the spectral broadening induced by the finite pulse time. Our oscillating laser field is a
windowed oscillation function, which can be spectrally described (ideally) as two spikes at the nominal
oscillation frequency wj, convolved with the spectral content of a time window W (t) = O(t) —O(t —7)
which is:

sinmfr

wfr

Which is the sinc function, with spectral width determined by 7. A numerical estimation of the main
sinc lobe width gives the relation:

F{W. (1)} = / T W (eIt = el (6.20)

2.1.39 1 1
391 o892 (6.21)

s T T

w=2-:fi=

We conclude that the width of the spectroscopic measurement is determined by 1/7 whenever it is
short compared to the spectral width of our laser oscillator. For long enough times the time window
induced width will vanish, and the width of the main lobe will correspond to the characteristics of the
laser-ion phase noise.

To obtain the dynamic equations for the population terms in the presence of de-coherence noise we
use the Lindbladian formalism and add to Eq. (6.17) the decoherence operator yo, as a Lindblad
super-operator y(o,po, — p). The resulting dynamical equations for the Bloch variables are similar to
those in Eq. (6.19) only with the new de-coherence term. When put into a matrix form:

(62) -2y 4 0 (04)
(oy) | = -0 —-2v —-Q (oy)
@)) \No o o) \@) (622
Q
To solve this equation we can turn to Laplace domain. Writing;:
~ L
£l = - @ (6.2
We can some time exactly solve for certain conditions and assumption. In our case, for (o,(0)) = —1

and © > 2v > § (The strong drive and low detuning regime, starting at the ground state) we get the
following expression:

5+ 2y B v L
L[{0.)] = Fros @ (0.(t)) = —e “cos(\/m) _ Nﬁe wtm( Qg+,yzt)

~ e cos(x/ 02+ 72)

(6.24)
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The ground state population can be than expressed as:

oy 1 ¢ eos(VOREE) (6.25)

ng(t)—f2§— 5

Ramsey spectroscopy

A different method for characterization of the laser phase noise is Ramsey spectroscopy. This method
is sensitive to the relative phase between the ion and laser. In the basic Ramsey scheme, a short
7 /2-pulse of Rabi frequency €2 > §(t) drives the atom, initially at the ground state, to a superposition
of the form:

1

V2

Next, the ion is allowed to freely evolve for time T, in which its state rotates around the Rabi vector

—

Q = 0(t)2. The Bloch vector phase at time 7" is an accumulation of the laser-ion detuning:

o = —= [l9) + 7 |e}] (6.26)

[9)r = 75 [la) + <R 800 ) (6.27)

At the end, another strong 7/2-pulse is applied, brining the system to the state:
1 . . T .
9y = 5 [l9) + 7197 e} + ¢S PHAT 800 1g) — =307 o] (6:25)

And the probability to be in the excited state is:

(6.29)

e+ Jy syt
P.(T) = |C,|* ~ 8111(02)

When §(t) = 0 a constant detuning, the integral correspond to a linear phase accumulation process,
and the excitation probability will oscillate coherently with time. These oscillations are referred to
as Ramsey fringes. Whenever §(¢) is a random process the spectrum of the oscillating probability
function widens, corresponding to the statistical properties of the noise process. When averaged over
many realizations, (P.(7")) exhibits a contrast decay corresponding to the inverse of its power spectral
density. Adopting the definition for the coherence time according to [35] we define:

& T
AT = P.(t)P, TYdTdt = — .
. /_ RO+ TdTdt = (6.30)

Where Ar is the coherence time and defined as a measure of the excitation probability auto-correlation
function decay rate (when we perform on resonance scan (§) = 0), and Aw is the spectral width or
the excitation probability power spectral density function. We can measure the decoherence rate of
our Ramsey oscillations to find out the spectral width of the ion-laser phase noise process.

If the ion-laser phase noise is dominantly influenced by magnetic field noise modulating the level energy
separation through first order Zeeman effect, the fringes decay time will not correspond to laser-induced
noise. To overcome such a limitation a Magnetic Field Dynamic Decoupling scheme (MFDD) can be
carried out while performing Ramsey spectroscopy, to eliminate magnetic field related phase noise.
This process, described in [36] involves a series of echo (7) pulses, performed within either the D or S
manifolds. This kind of pulses transfers coherently the entire population from |S, ms) ( |D, mgy)) state
to |S, —ms) ( |D,—myg)). Considering the magnetic susceptibility of the optical transition:

X(|5S1 /2, ms) = [4D5/9,mp)) = —2.802 - ms + 1.68-mp [MHz/G] (6.31)
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Figure 6.4: Ramsey spectroscopy scheme involving MFDD. pulses time ratio are chosen such
that it will match the susceptibility ratio of the optical transitions

A proper choice of m levels coupling will yield an inversion of the susceptibility and consequently of the
phase accumulation rate. Whenever such w-pulse is performed, phase accumulation due to magnetic
field noise reverses its direction and start decreasing. if pulse times are chosen such that the time in
between pulses ratio the magnetic susceptibility ratio are matched:

Tmsamd,l _ Xmsvmd,Z

(6.32)

Tms7md,2 Xm57md,1

The magnetic field phase noise exactly cancels after each such two m-pulses period. This method
can be used to obtain the decoherence rate eliminating magnetic o, phase noise, enabling a better
appreciation of the laser properties.
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Part 11

Experimental setup and results

Chapter 7

Experimental setup

7.1 674 Laser phase stabilization

As the general method of reducing the linewidth of a ECDL lasing at 674.025nm, and motivated by
Eq. (4.6), we chose to stabilize the beat frequency of the 674 diode and one of the frequency comb
tooth, while its repetition rate is being optically locked to a narrow linewidth laser at 1560nm. I refer
from this point on to the 1550nm cavity stabilized narrow linewidth laser as the stable laser, the laser
emitted from the frequency comb apparatus around different carrier wavelengths as the comb XXXnm
laser, and the 674nm ECDL we wish to stabilized as the clock laser. More so, when using a different
674 nm laser, which is cavity stabilized in a different lab, for comparison and measurements, I will
refer to that laser as the probe laser.

The following is the detailed description of the optical and electronic setup.

7.1.1 Laser phase stability transfer scheme

The optical setup for transferring the stability of the stable laser to the clock laser is presented in
figure 7.1. The stable laser output of about 10mW power is split with a fiber coupled 90/10 beam
splitter. We then take the ImW into a fiber coupled beat detection unit (BDU), which is part of
the comb setup. On the comb side, we take the output radiation at 1550nm from the comb output
port, into an optical fiber and to the other port of the 1550nm BDU. The BDU then outputs the beat
signals of the two lasers, which we lock to a DDS reference frequency in a PLL scheme implemented
by Menlo system as part of the comb electronics. The comb also has an inherent f —2f interferometer
module, with which we lock the carrier envelope offset frequency, as described in 4.3.1.

The clock laser is generated from a laser diode (Toptica #LD-0675-0030-1), in an ECDL configuration
(Toptica DL-pro ECDL). After leaving the ECDL, it propagates through an optical isolator and a
prism pair, to correct for the asymmetric divergence angle of the emitted laser beam. It then goes
through a A/2 wave-plate and a polarization beam splitter cube, which splits the optical path into
two lines - one for an upcoming experiment, and the other for locking, wavelength meter and to the
remote trapped ion lab with an optical fiber. The split light is then split again on a 50/50 cube, taking
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Figure 7.1: Optical scheme for phase stability transfer

half of the power to the remote lab. The remaining light then goes through another \/2 polarization
beam splitter cube, this time to adjust the light going into the wave meter and to the locking scheme.
The wave meter (HighFinesse WS-10U) is a Fizeau interferometer able to measure the laser frequency
with a ~ 1 MHz resolution, and is can be used for e.g. determination of the exact comb tooth number
which is spectrally closest to the clock laser. About 1 mW is coupled into a fiber and enters a 674 nm
BDU. On the other hand, some of the comb laser is split and coherently converted to 674nm by a
non-linear optical process. The resulting comb 674nm light is again fed into a fiber which connects
to the 674 nm BDU port. The BDU output is then connected to the electronic circuit to produce the
error signal, which in turn fed into the laser dedicated port, for correction of the laser phase.

7.1.2 Laser locking electronics

The electronic PLL scheme used for phase locking the 674 nm laser to one of the comb tooth is pre-
sented in figure 7.2. The beat note signal is fed into an electronic module made by Menlo system. It
is first filtered by a 105 MHz low pass filter, attenuating the beat note of the clock laser with different
comb teeth. Since the comb repetition rate is ~250 MHz, we are assured that the more distant teeth
beat notes will be outside of the filter pass band. Next, the signal is amplified and split in a 1:100
ratio. One fraction is used as a monitor port, and the rest is fed into an electronic circuit which was
designed as part of this work. First, the signal is fed into a low phase noise amplifier (linear LTC6957-
1) which converts the sine wave into a logic signal, without degrading the phase noise of the original
beat note. It is then fed into a low phase noise integer synthesizer with frequency phase detector
(Analog Devices HMC440QS16G). It first divides the signal by 7 and compare its phase with a refer-
ence signal, a 10 MHz atomic clock signal generated by a GPS receiver. A detailed description of the
phase frequency detector (PFD) is given in next section. The two output of the PFD is then filtered
for removing residual 10 MHz frequency emerging from the PSD. The filtered phase/ frequency error
signal is now split and fed into three low noise amplifiers (Texas Instruments THS4031), connected in
a tunable P, I and D configuration. It is then summed using a tunable summing amplifier configura-
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Figure 7.2: Electronic scheme for phase stability transfer

tion. The summer output correction signal, which is again filtered by a 2.5 MHz, to suppress further
the remaining 10 MHz modulations. A slow integrator port exists, which integrates over the error sig-
nal to drive the piezo-electric slow drift compensation. It was not tested during the course of this work.

7.1.3 The Phase Frequency detector

The phase frequency detector we use is based on sequential D flops gates and its operation enables the
determination of both phase or frequency difference between the two compared signals. Its schematic
description is presented in figure 7.3a. It composes of two D-flops, each with constant logic "1’ con-
nected to the logic input and one of the signals connected as a clock. The two outputs, up and down,
would indicate whether the frequency of the VCO should increase or decrease to match the reference
phase. Those two output signals are fed into a NAND gate, that reset the two D-Flop outputs. As-
suming at a certain time both up and down are low, both 'u’ and ’d’ outputs remain low until the rise
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of the first of the two compared signals. The output corresponding to the first signal will rise, until
the rise of the other oscillator. When also the phase-delayed oscillator rises, the other output rises
as well, and the reset signal rises (with a small propagation delay). If the VCO and reference signals
repeat their pattern, the corresponding output will be of a logic signal with the same frequency as the
clock and a duty cycle proportional to the phase difference between the two clocks. figure 7.3b shows a
waveform plot for such scenario. The output phase is a simple linear function of the duty cycle, which
can be extracted by filtering the ”logic” output signal. figure 7.3c shows the S-like relation between
the phase difference and the voltage of the filtered output.

The PFD can deal also with frequency differences. When the reference oscillator leads by a frequency
Af over the VCO, it accumulates phase faster. The duty cycle corresponding to phase difference will
grow larger with time, until reaching 2w, where it will fold and continue to grow from zero, corre-
sponding to a travel along the full line plot of figure 7.3c, The output voltage will correspond to the
phase difference modulus 27, which will be a periodic signal, with period being exactly the time it
takes to acquire an excess phase of 27 - the frequency difference Af.

Once the "u’ and ’'d’ signals are generated, we sum them up to create v = u — d and filter the residual
high frequencies.

7.1.4 Fiber noise cancellation system

To implement the fiber noise cancellation system we followed [37][19]. The essential idea in measuring
and canceling the acoustic fiber noise is that the modulated light actually carries the information of
the acoustic modulation and its phase. Owing to the fact that optical fibers introduce almost no
degree of non-reciprocity, light going through a fiber in both directions experiences the same phase
shift. As the time associated with the acoustic modulation frequencies is much longer than the time it
takes the laser to go back and forth through the fiber, measurement of the acoustic fiber modulation
can be done by extraction of the phase of light going and returning through the fiber. The optical
setup is of an heterodyne detection, where light travels through the fiber in one arm. Light leaving the
beam splitter cube enters an Acusto Optic Modulator (AOM), whose frequency 2 is driven by a VCO
which is biased to about 159.93 MHz. The 0% order is reflected by a mirror, propagates back through
the AOM, splits on the beam splitter cube and projected on the photodiode, to form the first arm of
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Figure 7.4: Fiber noise cancellation optical and electric scheme
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the interferometer. The —15¢ order diffracted light of the first AOM is frequency shifted by —Q; and
coupled to a polarization maintaining optical fiber, with the other side in the distant trapped ion lab.
When leaving the fiber it enters a second AOM, with modulation frequency 160 MHz set by a stable
Direct Digital Synthesizer (DDS). The 0*" order going through the 27¢ AOM is the light aimed to be
used as the narrow linewidth laser elsewhere, and can be compared with a local frequency reference
to obtain an out-of loop estimation of the actual fiber noise cancellation performance. The 15* order
double passes the AOM as it reflected by a mirror, and re-coupled into the fiber. Back in the clock
lab, the light leaving the fiber completes a double pass through the first AOM, after which it acquired
a phase of:

By =2(Qy — Q) t+ 250 + ©o (7.1)

Where ¢ is the phase associated with a single passage through the optical fiber generated by mod-
ulation, and ¢s9 is some constant phase due to the propagation through air and unperturbed fiber at
frequency w. It then follows the same optical path as the other arm and overlapped with it on the
photodiode. The resulting diode photocurrent is:

ipd =| A1 cos(wit + 1) 4+ Ag cos((wy + 202 — 200))t + 25¢ + 2)|?

(7.2)
occos(2(Q2 — Qp))t + 200 + 02 — 1)

This signal is an RF signal which carries the entire information about the fiber phase modulation.
It can be used to eliminate it with a similar PLL scheme. This can be thought of as a PLL scheme
for reduction of the low frequency phase noise of an oscillator, whose frequency with respect to the
physical VCO sensitivity syco and the control voltage V. is 2(VeSyco — €22) and has the inherent phase
noise process 20¢(t). After trans-impedance amplification, the corresponding RF signal is band-pass
filtered, to eliminate other frequencies emanating from interferences with other reflected light, such
as light reflected from the either of the fiber faces. This signal is then sampled by an FPGA, which
implements a low bandwidth digital PLL scheme. The sampled signal is saturated to form a logical
signal, and compared to an on board square wave of a desired frequency. A D-flop based phase detector
followed by a 10kHz filter for residual frequency removal is extracting the phase error, which is then
fed to an on board PID controlled. The PID outputs an analog control signal to the VCO. With
sufficient bandwidth, this feedback scheme should eliminate the fiber induced noise.

The laser light used in the rest of the experiment and needed to be compensated for fiber acoustic noise
is the O order of the second AOM. It had only passed a single time through the first AOM, corrected
only half as much as intended, but on the other hand it also passes only a single time through the
fiber, accumulating half the fiber induced phase. Half of the correction should then correct for half
the phase modulation, and therefore we conclude that the laser linewidth should be restored using
such a system.

7.2 Linewidth and phase noise estimations

A major part of this project has to do with the estimation of the spectral quality of our laser as an
oscillator. The following section describes the techniques and methods for estimation of the linewidth
and phase noise of our laser (compared to various different oscillators).

7.2.1 Phase noise measurements

We implemented an all digital version of the two quadratures scheme presented in section 5.1.3,
following [38]. The general scheme is presented in figure 7.5a. The oscillating signal is oversampled at
frequency Fs = 1/Ts on a digital oscilloscope (Tektronix DPO 4034, 8bit vertical resolution) producing
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VIn] = V(n-Ty). At first it is averaged and decimated by a factor Nj so that in the resulting time
series:
Ni—1

1
’—— n—l—z 7.3
DI 73

It is done in the purpose of reducing the white quantization noise emanating from the resolution depth
of the oscilloscope. It can be thought of as if by averaging, the vertical resolution of the oscillator is
increased according to Ay = %logz Ni. Next, the signal is mixed with two quadratures of a signal
oscillating at fy and low pass filtered to eliminate the f, + fo frequency component. fy is chosen such
that the mixed signal, oscillating at fo — f,,, will be sufficiently spectrally far from DC so that its left
sideband won’t be spanned through DC. The resulting two signals of the Q and I branch are than fed
into a 4 quadratures inverse tangent function, which produces time samples of the signal described at
Eq. (5.7). Next, the phase is unwrapped, the linear trend corresponding to an oscillation frequency
of fo — fn is removed, and the phase noise process is extracted. Figure 7.5b displays an example of
the wrapped phase at the inverse tangent function and the unwrapped phase with the corresponding
frequency trend.

To demonstrate the validity and limitations of the phase noise extraction method we performed a
simulation: We first created a phase noise signal as a sample of a random process with power spectral
density that resembles that of a laser oscillator, pg[n] = ¢g(nTs). The blue trend in figure 7.6b
depicts ¢ (t) and its estimated power spectral density. This signal was than used to generate an
oscillating signal with nominal frequency vy:

sqln] = (1 4+ wln]) - cos(2mvoTin + pgln|) (7.4)

Where wn| is some zero mean white noise process representing amplitude fluctuations. This signal
was the fed as the test signal to the phase noise extraction process. The extracted phase noise is the
pink trend displayed in 7.6b. It is apparent that the method gives a good estimation of the power
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spectral density of spectral frequencies well below the inverse observation time, which for our signal
was 4ms. On the other hand, it fails on estimating the frequencies, which can be seen as the difference
between the generated and extracted trends on longer time scales. The extracted phase noise series
wgr[n] was then used to create a different oscillating signal:

se[n] = (1 +win)) - cos(2mvyTsn + pgr[n]) (7.5)

The two oscillating signals are compared and shown to yield almost the exact same power spectral
density estimate, shown in figure 7.6a. In both the time domain and power spectral density graphs,
sq[n] is plotted in blue and s.[n] is plotted in orange. In the time domain plot also a yellow reference
oscillator signal without any amplitude or phase noise is plotted for comparison.

7.2.2 Two lasers comparisons

To estimate our locked laser linewidth we established a heterodyne detection scheme with the probe
laser. This detection is performed either using the BDU, the fiber coupled beat detection unit, or on a
free space heterodyne setup which was built in the trapped ion lab, so that that our clock laser could
be estimated with the fiber noise cancellation system working. The characterization of the oscillation
properties was done by mixing the beat signal, generated by the photodiode trans-impedance amplifier,
down to IF using a stable local oscillator, and low pass filtering the higher frequency component. The
signal is then recorded and analyzed, either for phase noise retrieval or for determination of the long
time stability. This is done by recording the beat and extracting its central frequency repeatedly.
After obtaining a time series of the beat frequency, with sampling period equal to the interrogation
time of the beat signal, the Allan variance could be computed to obtain the a measure of the long
term stability.

7.2.3 Interaction with trapped ion

The clock laser light is emitted in the trapped Ion lab after being phase locked to the comb and
compensated for fiber induced phase noise. This radiation is then used to manipulate the internal
state of a strontium ion, and to perform spectroscopic measurements of it. We replace the probe
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laser, usually used to couple the ‘55 1 > ‘4Dg >, with our clock laser. We coupled the clock laser

into a short fiber and connected its other end in place of the probe laser. The clock laser beam is
then injected into a slave diode, forcing it to lase at its exact same mode. The slave diode output
radiation then propagates to the ion through a series of AOMs, EOMs and optical elements to be able
to control the 674 pulse duration and frequency offset, as well as its spacial properties like the beam
focus and waist. The optical and electrical setup of the ion trap with respect to the 674 nm laser is
further described in [13] [39] [40].

We performed mainly three distinct spectroscopic measurements, for each type of measurement reveal
different aspects of the ion-laser coherence. These measurements demanded the ability to interact
with the ion with time controlled optical pulses, at controllable frequency and power. To do so, we
used the two AOMs in the laser optical path. The pulse duration and power was set by controlling the
attenuation of the two RF sources fed into the two AOMs, effectively closing it when the attenuation
was large enough. The frequency offset was determined by changing the central frequency of the
single-pass AOM, which enabled us a scan range of about 30 MHz about the AOM central frequency.
This setup gave us sufficient control over the optical pulse duration and power, together with the
ability to frequency shift the carrier frequency of our pulse.

Detecting the state of the ion is done by performing state selective florescence, described in section
6.1.2. In our experimental setup the photo-detector is a fast and sensitive CCD array camera (Andor
iXon Ultra EMCCD). During the detection period the camera collects photons scattered by the ion,
and when the 422 nm laser shuts down the total number of collected photons in each pixel is counted.
the histogram of collected photons is produced and discriminated as being generated from an ion
collapsed to a |D) state or |S) state. To actually reconstruct the ion superposition at the time
of the detection, multiple repetitions of the same experiment must be carried out, as due to the
projective nature of the measurement each single observation yield only 1 bit of information about
the superposition coefficient. Alternatively, taking the superposition as \/p|s) ++/1 — p|D), we know

that the variance of the binomial parameter estimator p = % ZN X,; diminishes like N 7%, N being
the number of independent measurements. Further description of the detection optics and the process
itself can be found it [41]

The ability to control the duration, power and frequency of the pulse forms the basic tools needed to
perform Rabi spectroscopy, Rabi oscillations and Ramsey interferometry measurements. These were
carried out and the results were analyzed according to section 6.2.2.
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Chapter 8

Results

8.1 Frequency comb

As a prior to the characterization of the clock laser we measured some of the locked comb spectral
properties. First, we performed a power spectral density estimation of the two RF signals determining
the comb frequencies. Figure 8.1a shows the f-2f interferometer beat note, extracting the carrier
envelope offset frequency as described in 4.4. The spectrum, obtained to a 10kHz bandwidth, is
presented over a 1 MHz span around 60 MHz. It exhibits a coherent peak with sidebands attenuated
by 30 dB. The beat in 8.1b is the optical beat of the stable laser and the closest comb tooth, used
to stabilize the comb repetition frequency. As opposed to the previous spectrum, this one shows a
significant servo bumps at about 200 kHz. As changing the lock parameters also affects the position
and power of these bumps, it seems to be an evidence for the small bandwidth of the comb repetition
rate locking. These servo bumps, unavoidable if one needs high gain for elimination of low frequency
phase noise, would be transfered to any laser using the comb as an optical reference, assuming its lock
circuit bandwidth is sufficiently high. It then limits the ability to eliminate phase noise around these
frequencies. Since laser diodes have a usual fast linewidth <1 MHz, it seems to limit the ability to use
the comb as a clean reference for phase noise reduction.

To have a better estimation of a comb tooth frequency spectrum, we recorded the beat note of our
674 nm comb laser, when both RF frequencies are locked, with the probe laser, which is known to have
a linewidth <100Hz [40]. Since this probe laser is generated in a distant lab, it had to be delivered
through a 60m optical fiber. The probe laser linewidth is then fiber noise broadened, but is still
expected to have a fast linewidth <1kHz when emitted in the comb lab. According to section 2.2.1,
the resulting PSD is an estimation of the power in the phase noise process of the two lasers together.
This places a bound on the phase noise of each of the lasers alone, as for the variance of a sum of two

-100

(a) f-2f interferometer beat used to lock the carrier (b) Beat note of the comb tooth and the stable
envelope offset frequency 1560nm laser

Figure 8.1: In loop beat notes stabilizing the comb
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uncorrelated phase noise processes equals the sum of its variances [42]:

1) — pion(®))) 8D

p(t) = @i(t) = Pion(t) = 0% = 0f + 0%, — %«‘Pl(t +7)— @t
The Power spectral density of the probe laser and the frequency comb beat, presented in figure 8.2
was estimated from the recorded beat note of the two over a 10 ms time window. The coherent peak,
with estimated full width at half the max value (FWHM) of 200 Hz, helps us both in determining
the expected phase noise broadening of a laser going through the two labs, and also sets a bound
on the spectral width of each one of the lasers alone, ensuring us that the comb has a coherent
pick of width smaller than or equal to that measured. The sideband spectrum of the comb presents a
remarkable feature of excess noise at about 200 kHz, probably corresponding to the comb servo bumps.
As suspected, these repetition rate servo bumps might degrade the ability of the comb to act as a
stable optical frequency reference

Another measurement carried out was a long-term comparison of the comb repetition frequency with a
stable RF oscillator, referenced to the GPS optical clock. This kind of measurement, being carried out
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in the RF domain, is easier to perform and was done using a frequency counter. The comb repetition
frequency was counted and estimated every second, and the resulting long term plot of the frequency
Vs. time is presented in figure 8.3. The linear drift trend extracted was estimated to be 1.2 pHzs™!,
that amounts to a drift of about 2.13 Hz’s at 674 nm. This drift is suspected to be caused by the stable
laser, and in particular by a drift of its reference cavity resonance wavelength. If it drifts, as cavities
often do, it would force the stable laser carrier frequency to drift with it, and the repetition rate, being
locked to it, will drift as well. Corresponding to the measured repetition frequency drift, the stable
laser cavity should be drifting at 0.92 Hzs™!, a rate larger by an order of magnitude than that stated
by the stable laser cavity manufacturer. While the reason for such high drift rate should be further
investigated, for the purpose of estimation of the clock laser properties we can just be aware of the
frequency comb drift rate and remove the drift in the analysis when necessary.

8.2 the 674 Laser

8.2.1 AM and FM frequency response

A crucial step in designing the controller in an electronic feedback system is to determine the open
loop transfer function of the system. To do so, we had to measure the frequency response of our
laser. A modulation of the current going into a laser diode affects both the output power (due to the
change in number of injected charge carriers) and the laser frequency (through the induced modulation
of the refractive index). To measure the amplitude response, we recorded the power incident on a
photodiode, as we modulated the current through the current driver bias port and modulation port.
We then estimated the response function for the two ports. Figure (8.4) shows the measured data
along with a plot of the estimated transfer function: The bias current port of the current driver is
known to have a low modulation bandwidth of about 7kHz. The equivalent linear system, yielding a
similar gain and phase response over the relevant frequencies, was estimated to be:

1
312 10716(s +4.22-104) - [T} (s +2.93 - 104 +(—1)79.02 - 10%)

HAM—bias(s) (8.2)

Which is an order 3 low pass filters with poles starting at w = 27-6.7kHz. This gives evidence for the
bias port of the current driver to be insufficient for correction of fast phase noises. The modulation
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port frequency response was estimated as a system exhibiting a delay of 35ns:
Hup—mod(s) = 4.74 - ¢=35107%s (8.3)

This delay might be anywhere along the way from the signal generator to the photodiode on which

we recorded the beat, so it is not necessarily the electronic delay on the port, but it sets a pessimistic
bound on the bandwidth of that channel.
The FM response of the laser is a measure of the modulation depth and phase of the laser frequency, in
response to a modulation of one of the laser ports. Knowing that the piezo electric port controlling the
grating angle has a mechanical bandwidth of only a couple of kHzs, we set to determine the response
through the current modulation port. Such measurement requires some kind of FM demodulation
scheme, which can be an electric or rather optical apparatus translating frequency into amplitude. We
choose to go down a different path and digitally analyze a recoded beat signal of the modulated clock
laser and the comb. Using short time Furrier transform technique, we created a spectrogram image of
the two lasers beat with a satisfactory resolution in both time and frequency. From this image we were
able to extract the frequency modulation signal and obtain the phase and gain response. Figure 8.5a
presents such spectrogram image and the corresponding extracted signal. The time resolution limited
the modulation frequency to be less than 2 MHz, while the frequency resolution limit of ~ 22 MHz sets
the major error contribution to the gain estimation. Figure 8.5b presents the measured FM response
of the system and the corresponding linear system estimated to best fit the measured data. The gain
here, being FM response, has the dimensions of Hz V~!. The estimated system is a single pole system
with delay:

*1.2-10_7-3 174 . ].08
e -

H =
FM(S) 27r-68-105 +1

(8.4)

Since the delay here is an order of magnitude larger then the AM response delay Eq. (8.3), we can
safely account most of it to the different electronics involved in the beat note measurement. The
pole at w = 27-0.6 MHz gives a good estimation of the point where phase begins to drop, and thus
determines the bandwidth of the control loop.
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8.2.2 Linewidth measurements

To estimate the linewidth of the unlocked 674 ECDL, we observed the beat between our unlocked
clock laser and the probe laser. Again, here the probe laser was delivered through a 60m optical fiber,
so it is spectrally broadened. As shown at figure 8.2, it can be safely assumed to be narrower then
1kHz, so we can use it to estimate our unlocked laser performance. The beat of the clock laser and
the probe laser was recorded over a time window of 100 ms. We extracted the phase noise process
using the method described in section 7.2.1, and estimated its PSD. The two lasers beat PSD, with a
linewidth of about 1 MHz, is much wider than the probe and comb beat, indicating that the majority
of the phase noise comes from the unlocked clock laser. Figure 8.6b presents the extracted phase noise
sample time signal and its power spectral density estimate. The phase noise PSD has a f~2 form,
which indicates the dominance of white frequency noise, as expected from a laser diode away from the

carrier.

8.3 Laser stabilization

As described, we used a PLL control scheme to eliminate the laser phase noise and to phase lock it
to the frequency comb tooth. In light of the measured laser FM response and phase noise, the lock
bandwidth and gain had to be considered.

8.3.1 Controller frequency response model

The control parameters were first estimated using a computer transfer function model. We used the
simple PLL model presented in figure 5.3, and the following transfer functions were used for the

estimation:

1. The phase detector: the entire electronic configuration of the phase detector consists of a FPD
as explained in section 7.1.3, a summer with 1/100 attenuation and and an LPF with pole at
w = 27 2.5 MHz. Since the loop bandwidth should be almost an order of magnitude smaller then
that, this additional LPF was neglected for initial estimation. The phase detector operational
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voltage was 5V, so the phase detector transfer function was estimated as a gain of:

) 1

Hpp(s) = 5 150

2. The loop controller: The loop controller is implemented as three parallel amplifiers, each con-
nected in a P, I or D configuration. The three are then summed on a configurable gain summer
amplifier. Thus the loop transfer function is

k;
He(s) = ks <l€p + . + k‘d8>

Where ks, ky,, k; and kg are the configurable gains of the summer, proportional, integral and
derivative amplifiers respectively. adjustment of the gain is done by controlling the knob of four
variable registers. There are four controllers on three effective degrees of freedom, but controlling
the total gain with the sum makes it more practical to optimize the loop parameters.

3. The VCO: We used the measured response of the VCO from Eq. (8.4), with an addition of an
integrator (as we describe the phase response)

_1_2.1077.5 174 . 108

Hyco=e —
$(gmg1es + 1)

4. The frequency divider: We worked with N=7

In general, the open loop transfer function was modeled as follows:

5 1.74- 105 ks (kas® + kps + ki)
2r 7 s (za105 +1)
6_1.2,1077.5 (de2 + KpS + Kz)

s? (zrg105 +1)

The open loop has three poles: two integrators and a pole at about 0.6 MHz, and two zeros at

ol(s) —e 121077

(8.5)

PLL open loop - gain plot

100 e
% 50 | Gain Margin: 6 dB | |
=
.5 0
@
_50 MR T PR T | PR T T R
102 104 106
Frequency [Hz]
0 PLL open loop - phase plot
¥ e
s -100 e
5 200 -
é -300 Phase Margin: 81 degrees | 4
102 104 106

Frequency [Hz]

Figure 8.7: Transfer function model for the open loop H(s). The red and purple points
corresponds to the 180 phase and 0dB gain points, respectfully
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Figure 8.8: Transfer function gain plot for the reference phase G(s) and the oscillator phase
noise E(s)

configurable frequencies. It starts with a -m phase due to the two integrators, and rolls down due
to the delay and pole starting 300kHz. This roll off sets the limit on the possible loop bandwidth.
Being so, the two zeros needs to be placed such that at the unity gain point both those zeros will
already contribute their phase increase, leading to a positive phase margin. More so, to optimize the
low frequency gain factor, the two zeros are desired to be placed close to the unity gain frequency, so
that the gain slope will be 40 dB/dec
The optimal gains were estimated by performing optimization of the 1rads™! gain, constrained by
keeping phase margin bigger then 40°. These were then set using the variable resistors, and final
adjustments were carried out to optimize the actual transfer function (as opposed to the transfer
function model).

figures 8.7 shows the open loop model with the actual gains used to lock the laser phase. This model
is the one specified in Eq. (8.5), with additional low pass filters at 2.5 MHz that where overlooked
for the initial estimation of loop gains. The model shows higher then expected phase margin of 80°
degrees, and lower gain margin of 6 dB. The closed loop transfer function for the reference phase and
VCO phase noise is also displayed in figure 8.8 showing a bandwidth of about 0.5 MHz, where already
at 50 kHz the phase noise filtering gain greatly decreases.

8.3.2 In loop measurement of the stabilized optical beat

We examined the clock laser and frequency comb beat signal when phase locked to the external ref-
erence 10 MHz RF signal to appreciate the PLL performance. We recorded the beat of the two lasers
with and without the PLL feedback connected, at about 70 MHz, sampled at 500 MHz. Figure 8.9
shows the spectrum of the ”free running” (without PLL feedback) and locked beat signals. It is clear
that s substantial amount of the signal energy is concentrated around the central peak, here evaluated
to a 1kHz resolution limit, whereas for the free running signal the energy is spanned over a much
larger frequency ranges. Inspecting the locked beat PSD plot, it can be seen that the lock bandwidth
is about 0.5 MHz, a bit more then the assumed model but still within a reasonable gap. The most dis-
tinctive features are the bumps at about 200 kHz. These are noises that are supposed to be within the
loop bandwidth but are not eliminated. They seem to originate by the frequency comb servo locking
the comb to the stable laser, as discussed in section 8.1. The PLL modulate the clock laser to fight the
comb induced noise, and reduces the bumps to a level limited by the gain at 200 kHz. Furthermore,
the PLL actually transfers these servo bumps to the clock laser spectrum, so that these bumps are
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Figure 8.9: In loop measurement of the clock laser Vs. 674nm Comb beat note power
spectral density in the locked and unlocked states

likely to be seen implanted on the clock laser spectrum even when it is beat with an uncorrelated
laser.

Figure 8.10 displays the extracted phase noise process sample, and its power spectral density estima-
tion. As before, the free running PSD is dominated by white frequency noise at frequencies above
a couple of kHz’s, indicated by the yellow f~2 trend. The locked beat note PSD on the other hand
displays a flat spectrum, evidence for the diminishing PLL gain with frequency. The 200 kHz bumps
related to the comb phase noise are also apparent, after which the phase noise power goes down like
72, as it is outside of the PLL bandwidth.

8.3.3 Out of loop beat measurement

To measure the actual spectral properties of our clock laser, we needed to compare it to an uncorrelated
frequency reference, as the in-loop measurement can only quantify the phase lock quality. To do so,
we used the setup described at section 7.2.2, and recorded the probe laser and clock laser beat. Figure
8.11 presents the power spectral density estimation of the two lasers beat, with and without the active

Extracted phase noise Laser Vs. Frequency comb - time domain
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Figure 8.10: In loop - Clock Vs. Comb beat note extracted phase noise and its PSD
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Figure 8.11: PSD estimation probe and clock laser beat, with and without active fiber noise
cancellation (FNC)

fiber noise cancellation. Both the spectra contain the 200 kHz bumps, injected to the clock laser by
the PLL, as discussed in previous section. The spectra also includes a series a spikes, all of which
are evenly spaced at 38kHz, which seemed to be coming from the electronics as it exists in many
electronic systems in our lab, including the ground grid itself. Also the large spike at 600 kHz is found
to be a major component in our ground network, and eliminating these frequency components remains
an objective yet to be achieved.

The spectrum peak is presented in the boxed plot, which demonstrate the contribution of the fiber
noise cancellation system. Here, we zoom into the central peak and plot it on a linear scale. The
yellow trend, without active fiber noise compensation, presents a peak with width of about a couple
of hundreds of Hz’s. When noise cancellation is active, however, the peak is seen to be narrower, and
in this plot is Furrier limited. A longer interrogation is needed to observe the true spectral width.

To do so we further mixed down the beat with a stable local oscillator to 75kHz, and band pass
filtered it in a 30kHz wide filter. Decreasing the beat frequency enabled us to decrease the sample
rate, allowing for longer observation times and lower Furrier limit. Figure 8.12 demonstrates the PSD
estimators for a couple of beat signals recorded for 80 ms, leading to 12.5 Hz Furrier limit. For clarity
purpose, the peak was frequency shifted when plotted to be equally spread on the plot region, so the
actual frequency is meaningless, but the width is still to scale. The full width half max (FWHM) was
measured for the signals, leading to about 20 Hz width of the two lasers. Each beat contains significant
50 Hz and 100 Hz sideband components, indicating that power grid related oscillation might coherently
modulate one (or both) of the lasers.

When examined over long times, the beat signal exhibited a noticeable linear drift. This drift was
anticipated considering the comb drift of section 8.1. More so, the probe laser was characterized before
and found to drift at a rate lower by at least an order of magnitude [40], so it has to be due to the
clock laser drift.

To estimate the laser drift rate, we took the same down-mixed band pass filtered signal, and sampled it
with an FPGA repeatedly. The FPGA retained the samples for one second, and sent it to the computer
for analysis while sampling another second. Out of each array of samples containing a second of
oscillation the beat spectrum was estimated and the spectrum peak was estimated as the momentary
frequency. A series of frequency measurements Vs. time was obtained, and the measurement was
carried out until the beat drifted out of the filter bandwidth. Figure 8.13 presents this time series
of frequency measurements. The series exhibits an obvious linear drift, measured to be 2.4 Hzs™!.
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Figure 8.12: Power spectral density of the two lasers beat showing 20H z spectral width at
half the maximum power

Relating this drift to the measured repetition frequency drift reported at section 8.1, we can hold it
mainly responsible for the drift measured for the two lasers beat. The rate difference is about 10%
of the drift rate, and can be due to the fact that the two measurements where not conducted at the
same time, and the drift rate of the repetition frequency does change over time.

Another view on the phase noise of the two laser beat is by plotting Allan variance Vs. integration
time. We were able to extract the phase noise signal out of the beat by the same methods described
above. The Allan variance over short time scales could be measured from that signal, in which the
integration time is limited by the memory depth of our oscilloscope, imposing in our case about 100 ms
limit. On the other hand, the frequency time series of figure 8.13 could be used for Allan variance

Out of loop beat - Central frequency Vs. Time
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Figure 8.13: Central beat frequency measured over long time scale, showing a substantial
linear frequency drift over time
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10-9 Allan standard variation of the probe and clock beat
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Figure 8.14: Allan standard variation of the probe and clock laser beat frequency

analysis as well, as long as we compensate for the linear drift. figure 8.14 shows the allan standard
variation plot for the two timescales. The two plots seem to generally agree, although each of them
was evaluated using a different measurement scheme (and different interrogation times). The two
lasers achieve the maximal stability at about 10 seconds of integration, after which a linear term o 7
degrades the frequency stability. This kind of stability loss seems to be due to frequency drift, and
can be explained by either the residual frequency drift of the stable laser cavity or from probe laser’s
cavity drift, both of which are sub Hzs~! drift and become dominant over times longer then a couple
of seconds.

8.4 Ion Measurements

8.4.1 Rabi Spectroscopy

We performed Rabi spectroscopy on the trapped ion, with the aim of observing the narrow resonance
of the ‘451/2> — ‘4D5/2> quadrapole transition. We know from Eq. (6.14) that the detuning, and
through that so does phase-noise, changes the effective Rabi frequency throughout the pulse, and
widening the spectroscopic lobe. This makes this kind of spectroscopic measurement a useful tool for
noise analysis. The frequency detuning at any moment is equally affected by the laser induced phase
noise and ion related phase noise, so this kind of observation will teach us only about the laser to ion
relative phase (or frequency) noise.

With the results presented in section 8.3.3 in mind (specifically, the 20 Hz full width at half the
max of the two lasers beat presented in figure 8.12), we hoped to observe a resonance peak of the
same width. Considering the Furrier limit of a rectangular pulse, indicated by Eq. (6.21), we note
that as our laser spectral content is broadened by the inverse of our interrogation time. Therefore
we expect our combined laser-ion phase noise to come into play only for long enough interrogation
times, when frequency broadening due to phase noise surpasses that imposed by the Furrier limit.
Figure 8.15 presents such Rabi spectroscopy measurements, each differs by the interrogation pulse
duration. In each measurement the laser frequency was scanned along 13 points in the region of the
ion optical resonance frequency. We repeated the measurement at each frequency 100 times, so to
reduce the quantization noise by at least an order of magnitude. For each series of measurements a
sinc® model with variable resonance frequency, width and maximal hight was fitted, and its width was
estimated. The four measurements here shows that the observed resonance is as wide as imposed by
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Figure 8.15: Furrier limited Rabi spectroscopy shown for different pulse duration along with
the respective Furrier limit and measured FWHM for the fitted model

the corresponding Furrier limit, here even up to 8.5 ms pulses corresponding to a 100 Hz Furrier limit.
When we tried to perform longer interrogation time so to push the Furrier limit down, we ran into a
threshold at about 100 Hz, and couldn’t get a narrower resonance measurement. Figure 8.16 presents
four such measurements where the interrogation time (8.5ms ) corresponds to a Furrier limit of about
100 Hz. The estimated width of the fitted model showed a slightly wider resonance, indicating we
might be limited by the laser-ion relative phase noise process.

To observe such narrow resonance peaks, we had to overcome a systematic modulation of the ion
resonance frequency entering though magnetic field coupling (and Zeeman splitting). 50 Hz Magnetic
field oscillations and its higher harmonics, usually associated with the power grid, causes a large
frequency modulation of the hyperfine levels, according to Eq. (6.31). When the interrogation time

90 Pulse time: 8.25ms (107Hz Furrier limit)
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80 |-
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70 |-
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? ¢
60 7 Width: 118[Hz]
] [ Y
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Figure 8.16: Four different spectroscopic measurement of the optical resonance frequency
performed over the same interrogation time (8.25ms), artificially shifted in § f
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Figure 8.17: Spectroscopy measurement with (blue) and without (red) active fiber noise
cancellation system. While the pulse duration increases from left to right, the red trend width
remains nearly constant at around 550 Hz

is very short with respect to the modulation period time of ~20ms, this effect is negligible. However,
as we try to obtain a narrower spectroscopy by prolonging the interrogation time, the frequency
excursion through this effect becomes dominant. Being so, when the multiple experiments starts
at different phases of the magnetic modulation, they each experiences different substantial phase
excursion, leading to loss of coherence and disappearance of the spectroscopy pattern. On the other
hand, if all experiments starts at the same phase of the magnetic modulation, they all experience
relatively the same phase excursion, which adds up coherently when averaged. Thus, to fight the
decoherence described above we triggered each experiment with respect to the 50 Hz power grid period.
The exact triggering point is scanned to yield a low overall effect on the shape of the spectroscopic
fringe.
When we tried interacting with the laser for longer time durations then those presented in fig 8.16,
the resulting measurement width was even wider than we observed for shorter pulses. This might
serve as evidence for the existence of dominant 1/f noise, exhibiting larger modulation depths for
lower spectral frequencies. The narrow 100 Hz wide resonance agrees with a previous measurement
done in [40], where for the characterization of the probe laser a similar series of measurements where
conducted and a narrow 100 Hz resonance was attained as well. Considering the 20 Hz narrow beat
of the two lasers over an larger interrogation time by about ten times, we can suspect that the strong
low frequency phase noise originates at the ion. The ability to observe the optical resonance to a
100 Hz resolution gave us an opportunity to inspect the effect fiber-induced phase noises. To do
so we conducted three measurements twice, once with the fiber noise cancellation system working,
and once with the fiber noise correction feedback disconnected (and the fiber noise correction VCO
replaced with a sufficiently low phase noise DDS). Figure 8.17 presents these measurements, with the
blue trend marking the results obtained with the fiber noise cancellation system working and the red
trend corresponding to measurement outcomes without fiber noise correction. In the first plot the
two spectra have the same width corresponding to the Furrier limit induced by the relatively short
interaction time of about 550 Hz. When the interrogation time got longer, as in the second and third
frame, only the fiber noise compensated laser was able to show narrower spectroscopy, while without
fiber noise compensation the spectroscopy signal remained limited at about 500 Hz. This measurement
outcome agrees with that found when we examined the two lasers beat signal (figure 8.11, boxed), so
this effect was measured consistently.

Another phenomenon we could easily observe is the laser frequency drift. To do this we repeatedly
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Figure 8.18: Rabi Spectroscopy exhibiting a linear frequency drift

performed a 1kHz spectroscopy over 13 frequency points, with a single experiment time of about 20s
and a total experiment time of about 12h. Figure 8.18a shows the measurements and estimation of
the carrier frequency with respect to the AOM offset over time. As the color of the line gets darker
(corresponding to later times) the carrier frequency drifts at what seems to be a linear trend. In figure
8.18b a plot of all extracted peaks is presented with respect to the experiment time, showing a clear
linear drift, here lasting over night for more then 12 hrs. The yellow line is the linear fit to the model,
showing a 2.1 Hzs™! frequency drift rate. This result agrees with the previous drift rate measurements
(the repetition rate drift and the two lasers beat), supporting previous findings regarding the laser
frequency drift.

8.4.2 Rabi Oscillations

We performed and measured Rabi oscillations of the |\S) — |D) transition, each time with different laser
power (and Qg o |E|?). We measured the ion state after letting it interact with our laser for increasing
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Figure 8.19: Relatively low power Rabi oscillations, showing low decoherence rate

interaction times, starting with zero time interaction. As before, we repeated the measurement for each
interaction time about 100 times to reduce quantization noises. The measurement outcome was then
a time series of the }551 /2> population while interacting with our laser of Rabi frequency 2. We then
fitted a two parameter model for Rabi oscillations with decoherence term, as presented in Eq. 6.25,
and extracted both the actual Rabi frequency §2p and the decoherence rate  (I" in the graphs). Figures
8.19 and 8.20 shows these measurement performed for a variety of fields strengths. The line in each
graph correspond to the two parameters fitted model, with the fitted parameters g and I' presented
to the right. The estimated decoherence should correspond to the random ion-laser phase noise, and
in figure 8.19 we estimated it to be about 500s~!. However, when shorter times are considered and
higher laser power is configured so that the Rabi frequency is larger, the decoherence rate grows bigger
with the laser power, and in figure 8.20 for g = 350krads~! the decoherence rate is about 100 times
bigger than it is estimated for weaker laser power ( Qg = 11.3krads™!). We suspected the reason for
the degradation in coherence time is the high frequency noise, which becomes more dominant as we
increase the laser power. A similar result was demonstrated in [43], where frequency comb residual
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Figure 8.20: High power Rabi oscillations exhibiting fairly high decoherence rate, growing
stronger with increasing Rabi frequency
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phase noise at about 100 kHz led to larger de-coherence rate for Rabi oscillations. As we couldn’t find
a model to explain this kind of phenomena, we plan to perform a stochastic simulation of a laser with
a phase noise of similar properties with the goal of observing the same effect. This feature of our laser
limits its ability to perform fast coherent operations such as logical rotations or even fast 5-pulses for
spectroscopy.

8.4.3 Ramsey Spectroscopy

To further investigate our laser linewidth we performed Ramsey spectroscopy measurements. We ini-
tialized the ion at the |55’1/2, —1/2> state, and performed a 7/2-pulse to further excite our atom to
the ‘581/2, —1/2> > ‘4D5/2, —3/2> superposition. We let our ion evolve and measured the excitation
probability at different times. We fitted our results to a model with exponentially decaying ampli-
tude according to Egs. (6.29) and (6.30). We then repeated the experiment magnetic field dynamic
decoupling pulses. We chose to perform the dynamic decoupling on the ‘4D5 /2, =3 / 2> “ ‘4D5 /253 / 2>
levels, as according to Eq. (6.31) the levels susceptibility is:

8.6

We performed the experiment according to the scheme presented in figure 6.4.the times 77 and T5
where chosen such that their ratio correspond to the susceptibility ratio according to Eq. (6.32). The
total experiment time could be therefore described as:

T=N- (Tl + Tg) (8.7)

With N being the number of pulses per experiment. Figure 8.21 presents the measurement outcomes
for Ramsey measurements with no MFDD pulses, one pulse and four pulses over each measurement
time. Each experiment took several minutes, and the laser drift measured previously became a limiting
factor. We measured the time between each experiment and compensated for the drifted frequency

Ramsey Spectrscopy
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Figure 8.21: Ramsey spectroscopy fringes, for different amount of magnetic field dynamic
decoupling pulses. The decay time is a measure of the combined laser-ion phase noise
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Figure 8.22: Ramsey spectroscopy with one MFDD pulse, showing relatively low decoherence
rate

by shifting the laser frequency using the AOM at an amount equal to the measured time multiplied
by the estimated drift rate. This rate, however, seemed to not be constant on a day-by-day basis, so
we changed our fit model to include a linear drift term, thus it should not effect the decoherence rate
of the Ramsey fringes. The three measurement shows an increasing coherence time with increasing
number of MFDD pulses. The 4 pulses measurement, with decay time A7 = 10.17ms seemed to be the
best decoherence rate we could observe, and adding further pulses did not seem to prolong the decay
time. According to the relation of Eq. (6.30), This kind of decay correspond to a spectral density
width of:
m

= 0.01017

Which is an order of magnitude larger then the spectral width of the two lasers, indicating that
the ion phase noise might still be a limiting factor, even after applying the MFDD pulses. On one
specific measurement involving one MFDD pulse we estimated a decay rate of 18.2ms, corresponding
to spectral width of about 170 Hz. This measurement is presented in figure 8.22.

Aw — 308Hz (8.8)

8.5 Summary

In this work we demonstrated the ability to transfer the phase stability of a narrow linewidth laser
down to other portions of the optical spectrum using a frequency comb as a frequency bridge. We
built a phase locking setup for a 674 nm laser diode and analyzed its properties when locked compared
to a cavity referenced stable laser of the same wavelength, and compared to a trapped ion. We showed
that even though the short term stability is degraded (because of what seems to be the comb lock
bandwidth), low frequency phase noise around the carrier is still greatly eliminated and a narrow
linewidth beat note can be measured. We’ve seen that in that fiber induced noise becomes a limiting
factor on such narrow linewidth laser, and built a fiber noise cancellation setup to eliminate it. When
inspecting the ion we learned that fast and powerful logic or spectroscopic measurements suffers from
the excess phase noise imprinted on the laser. On the other hand, long time interactions do maintain
coherency and spectroscopic measurements can be performed to low resolution limit, eventually limited
by phase noise originating from the ion. As an atomic clock laser candidate, this scheme seems to
provide a laser with an acceptable stability characteristics On the other hand, performing high fidelity
quantum logic operations (or even fast enough 7/2 pulses for Ramsey type experiments) seems to be
a problem considering the laser high frequency phase noise profile. This is a problem that should be
addressed when further designing an optical clock based on such laser.
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