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Chapter 1

Motion in External
Electromagnetic Field. (Gauge
Fields in Quantum Mechanics

Electromagnetic potentials A(r,t¢) and Ag(r,t) appear in classical physics as auxiliary
quantities which are introduced in order to simplify the form and solutions of the Maxwell
equations, cf., Chapter 10 in Ref. [8]. The fact that they are not uniquely defined and can
be changed without affecting any physical results by a transformation bearing a strange
name of ”gauge” seems to be rather an annoying nuisance than a fundamental symmetry
of nature.

This state of affairs undergoes drastic revision when quantum mechanical description
is attempted. We do not know how to formulate such a description in the presence of the
electromagnetic field without making an essential use of the electromagnetic potentials.
Moreover the invariance under the gauge transformations becomes a profound symmetry
of our world which lies at the origin of all known interactions. Because of this the fields
which carry these interactions are termed gauge fields.

The problem of the quantum mechanical motion in an external electromagnetic field
provides the simplest setup in which one encounters some of the strange and beautiful
phenomena appearing as a result of the symbiosis of gauge fields and quantum mechanics.

Note. I have changed from CGS to SI units in Sections 1-8. The rest is in
CGS.

1.1 Electromagnetic Potentials. The Hamiltonian

1.1.1 Electromagnetic potentials in classical physics

Let us begin by briefly recalling how the electromagnetic potentials are introduced. Clas-
sical electromagnetic field is described by two vector fields E(r,t) and B(r,t). In the
present chapter these fields will be considered as external, i.e. produced by sources (elec-
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tric charges and currents) which dynamically are not a part of the physical system under
consideration and are not effected by it. This means that the back reaction of the system
on the sources of the field is negligible. Although in such circumstances E and B should
be regarded as controlled externally by charge and current distributions p(r,t) and j(r,t)

of the sources via
p 1 OE

V-E=— | VxB=pj+—=—
€0 Hol + 2 ot
they can not be taken as completely arbitrary. Indeed irrespective of the configuration of
p and j these fields must satisfy the homogeneous pair of Maxwell equations
0B
V-B=0 VXE=—— 1.1
, = (1)
at every point in space and time. In order to have these equations automatically satisfied
the familiar vector and scalar potentials A(r,t) and Ag(r,t) are introduced!. This is done
by noticing that the first of the equations above means that B must be a curl of a vector
field A(r,t). Using this in the second equation gives

0A
E+—)=0
V x (E+ 5 )
restricting the combination E+JA /9t to be a gradient of a scalar field. One has therefore
0A
E = —-VA
Ot \Y 0 5
B = VxA (1.2)

Unlike the field strengths E and B, the electromagnetic potentials can be regarded as
unrestricted so that any A(r,¢) and Ag(r,t) can be realised by the poper choice of the
external charge and current distributions.

The use of the electromagnetic potentials however presents another problem. They
are not unique since the gauge transformation

Al(rvt) - A(rat)+VX(rvt)
Alrt) = Ao(r,t)_% (1.3)

with an arbitrary function x(r,t) leaves E and B invariant. As was already mentioned
above this invariance, called the gauge invariance, has profound consequences in quantum
mechanical systems and will be discussed at length below. At the moment we just notice
that because of it only three among the four functions A and Ag are independent. In
general one combination of the four functions can be eliminated by a suitably chosen
gauge transformation. For instance choosing

t
X(r,t):/ Ag(r,t') dt’
to

(with arbitrary ¢o) eliminates Ay and leaves A(r,t) as the only independent degrees of
freedom of the electromagnetic field.

L Although we use "relativistic” notation for Ag we use “non relativistic” terminology and call it a
scalar potential
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1.1.2 Classical Hamiltonian and equations of motion

Classical non relativistic equation of motion for a particle with electric charge ¢ and mass
m in a given electromagnetic field is obtained by using the Lorenz force in the Newton

law
d2

r dr

In order to obtain the quantum mechanical description one can follow either the canonical
or the path integral quantization procedures. We will start with the former. We first
determine the classical canonical variables and the classical Hamiltonian function of the
problem.

The above equation is in terms of coordinates r(t) and velocities v(¢) = dr/dt so it is
is most convenient to start by determining the Lagrangian of the system. This is

L(r,v,t) = %va +qA - v —qAo(r) . (1.5)
Indeed have

dOL _ dv  dA _ dv o OAdr | DA
atov  ar  Tar ~"ar T Tor;at T Vot

and oL oA
_ .Y _ g0
or qar(A v)—a Or
In components
d’UZ' + 8AZ . 3AZ - aAjv' . 8140
at o, T e T Tor, T Vo,

So have

=q| - — _ "y
at I\ "ot "o ) T\ o, o, )
which is the Newton equation (1.4). Indeed recalling Eq.(1.2) one sees that the fist term
is ¢E, while the last term can be transformed as

€ijkV;Br = (v x B);
where we used the antisymmetric symbol €' to write vector products, e.g
(CxD); =€;xC;Dy, , CiDj —C;D; =¢€;1(C x D)y .
These two equalities are related by a useful identity
€ijk€ij'k' = 0jj/ Ok — Ojks Ojr -

The above calculations show that the canonical momentum is

oL dr
P=—=m— +qA(r). 1.6
v 7 (r) (1.6)
IThe Levi-Civita symbol €ijk is defined by €123 = 1 and the antisymmetry property under interchange
of any indices, €5 = —€;ik = —€kj, etc. €;;, does not change under cyclic permutations €;;x = €xij = ....
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which expresses perhaps the most unusual aspect of the motion in the EM field - the fact
that p # mv. In the literature one often meets the term ”kinetic momentum” referring
to the familiar mv.

Expressing v(p,r) = (p — ¢A(r))/m and using

H=p-v—-1L

with the above v(p,r) we find the Hamiltonian function
1
H(pa I‘) = % (p - qA(I‘,t))2 + qAO(r7t) ’ (17)

It is not difficult (and not surprising) to show that with this H(p,r) the equation of
motion (1.4) is equivalent to the two Hamilton equations

dr 9H  dp  OH

dt — op ' dt  or
1.2 Quantization

1.2.1 The orbital part

Having established the form of H we follow the canonical quantization procedure and
consider the Schriodinger equation with the Hamiltonian operator which is obtained by
replacing r and p in H by the operators r,, = r and p,, = —ihV,

1
Hop = 5~ [~ihV — gA(r, D))" + gAo(r,1) . (1.8)

1.2.2 The spin magnetic moment

Experimental evidence shows that this Hamiltonian is capable of describing only particles
which do not carry spin. It must be modified when the spin degrees of freedom are
present. This should not be too surprising since already in classical physics the energy
of a spinning charged particle receives an additional contribution apart from the orbital
motion. This contribution arises from the interaction with the magnetic field B of a
localized distribution of electric current j(r) which a spinning charge creates. For a ”point
like” particle, i.e. a particle the size of which is much smaller than the scale over which
B(r) changes, the corresponding energy is

Espinning charge = —H - B(I’)
where p is the magnetic moment of the current, cf., Chapter 5 of the Ref. [§],
1 3 .
m=3 d’rr xj(r).
For composite particles the total current is a sum over internal components

j(r) = Z Qava(;(r - ra)
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each with its dynamics so the calculation of w is in general not an easy task. However if

all the components have an equal charge to mass ratio g1 /mi = ga/mo = ... = q/m the
magnetic moment can be written as
1 q q
p:52qa(raxva):%2raXmava:%L. (19)
a a

Experimental data as well as theoretical considerations (cf., Section 1.8 below) indicate
that for elementary particles like electrons this classical linear relation between g and the
angular momentum of a system holds also between the corresponding quantum mechani-
cal operators of the magnetic moment p,,, and the spin s,,. However the proportionality
coefficient in general does not coincide with the classical value. To emphasize this differ-
ence it is conventional (for charged particles) to write the relation between the operators
p and s as

q
Il’op =g % Sop (110)

with q - the particle charge and g - dimensionless coefficient called the gyromagnetic factor
or for short the g-factor. Theoretical methods which allow to determine g and examples
of their applications are considered in Section 1.8.

1.2.3 The Schrodinger equaion

Adding the term —p,,,,- B to the Hamiltonian operator (1.8) one can write the Hamiltonian
for an elementary particle with a spin in an external EM field as

1

. 2 q
H,, = % (—ihV — qA)" + qAo — 95, Sop B. (1.11)
and the corresponding Schrodinger equation
0P 1 . 2 q
h— = | — (—ihV — qA Ay — g— ‘B 1.12
ot 2m( ihV = gA)" + a4 9om Sop v ( )

where
1;[} = 1/1(1‘, o; t)
is a function of space and spin variables r and o.
In writing out the square in this equation one should not forget that the operator

Pop = —thV in general does not commute with the vector A which is a function of
coordinates. Since p,, - A — A - p,, = —ithV - A, one can write
1 . 2 h? o ihg q2 2
— (—ihV —qA)" = —— —(V-A+2A. —A~.
2m( ihV — qA) 5V +2m(v + V)+2m

The operators p,, and A commute if V- A = 0. This happens e.g., for A = (B x r)/2
which is a possible choice of A in a particular case of a uniform magnetic field?.

2Verifying

1 1 1
S€igkViehim Biom = 5(5il5jm — 0im051)0jm By = 5(331' - B;)=B;
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In the following sections we will examine various properties of the equation (1.12) and
will present its solutions for some particular simple choices of the electric and magnetic
fields.

1.3 Gauge Invariance

1.3.1 Gauge transformations in quantum mechanics

The electromagnetic field enters the classical and quantum equations (1.4) and (1.12)
via very different sets of variables. The classical equation depends on the physically
measurable variables E and B of the field whereas in the Schrédinger equation the field
enters via non uniquely defined and seemingly auxiliary objects A and Ap. This is not
an accident. At present no formulation of quantum mechanics exists which does not
explicitly use the electromagnetic potentials. Schrodinger and Heisenberg pictures require
the Hamiltonian while the path integral quantization uses the Lagrangian (cf., below,
Section 1.10) and both objects can not be written without A and Ag. Since the potentials
are not uniquely defined and can be changed by a gauge transformation one must address
the question of how unambiguous physical results are obtained in such a situation.

Unlike in classical mechanics where gauge transformations do not change the equa-
tions of motion the Schrédinger equation (1.12) and therefore also its solutions 9 (r,t) are
transformed in a non trivial way®. It is not difficult to find how the transformation of
¥ (r,t) is related to the transformation of the potentials. For this we notice that A and
Ay enter the equation only in the combinations

(—iAV — ¢A) and (zh% —qAo) -

Thus if ¢(r,t) is a solution for a particular choice of A and Ay then

B(r,t) = exp [—i%x(nt)} b (r4) = S(rt) (r,t) (1.14)
satisfies
—ihDy = (—ihV — qA)¢ = S(rt) (—=ihV — gA') ¢/ = —ihS(r,t)D"y" |
ihDyyp = (ihgt - qu> b= S(rt) (mgt - qAO’) o' = ihS(rt)DJy’ (1.15)

and therefore solves the Schrédinger equation for the transformed potentials (1.3) (please
note the primed D’ and D on the right hand side of the expressions above).

We see that the classical concept of the gauge transformation undergoes a general-
ization in quantum mechanics. Now not only the potentials which describe the electro-
magnetic field but also the wave functions describing the material particles must change
simultaneously according to the rules (1.3) and (1.14). This change is local, i.e. it is dif-
ferent for different points in space and time. One often emphasizes this aspect by calling

3In this and many of the following sections the dependence of ¥(r,o;t) on the spin variable o will not
be of interest and will be suppressed for brevity.
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the transformation given by Eqs. (1.3), (1.14) a local gauge transformation to distinguish
it from a global transformation in which the wave function is multiplied by a constant
phase factor.

It is seen that the combinations Dy and Dyt defined in (1.15) transform under a
local gauge transformation in a particularly simple way — i.e. as if it were a global
transformation. These combinations are called gauge covariant derivatives in theories with
gauge fields. The way to introduce the electromagnetic field in the dynamical equations
by replacing the ordinary derivatives 9/0t and 0/dr by the gauge covariant combinations
Dy, D is known as minimal coupling.

1.3.2 Gauge symmetry vs gauge invariance

We may now ask a question as to whether the classical gauge invariance also holds in
quantum mechanics, namely whether the result of any measurement is invariant under
gauge transformations which now include also the local transformation (1.14) of the wave
function. It is an empirical fact that the answer to this question is positive. Moreover
it is also clear that this invariance known as the local gauge invariance is a profound
fundamental symmetry of the quantum mechanical description in the presence of gauge
fields.

It is important to note that this symmetry does not mean that the wave functions
must be invariant. Like with other fundamental symmetries, e.g. the invariance with
respect to translations and rotations, the gauge symmetry means that the wave functions
transform in a particular way given by Eq. (1.14), i.e they form a representation of the
corresponding group of transformations.

Here, however, the similarity ends. Unlike other symmetries the gauge symmetry
demands that the observable quantities must not be effected by the gauge transformations
and therefore must be "gauge scalars”, i.e. depend on gauge invariant combinations
of ¥, A and Ay. No "gauge vectors”, ”gauge tensors”, etc, are ever observed. The
origin of this difference can only be understood when the full quantum dynamics of the
electromagnetic field and its coupling to matter are discussed.

We conclude this section by noting that explicit appearance of the electromagnetic
potentials in the equations of quantum mechanics makes the gauge invariance a very subtle
symmetry. Its consequences and generalizations are important aspects of the modern
physics. We will make a special point in this chapter to illustrate some of the related
physical ideas and results.

1.3.3 The Gauge Principle — symmetry dictates
interactions

In the previous section we started with the known transformation properties of the poten-
tials and then on the basis of the special manner in which they entered the Schrodinger
equations —i.e. in combinations D and Dy, — derived the required transformation proper-
ties of the wave functions which were necessary in order to keep the Schrédinger equation
form-invariant.

Imagine now that we reverse this derivation in the following manner. Let us begin by
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considering the free Schrodinger equation
ihdp) = —h2V%)/2m .

This equation is obviously invariant under the global gauge transformations i.e. the trans-
formations (1.14) with a constant x independent of (r,t). This global gauge invariance
is a fundamental feature of the Schrodinger equation. One of its notable consequences is
the conservation of the integral [ dr ¢*(r,t)y(r,t). This integral is the total probability
or, when multiplied by e, the total electric charge. The relation of its conservation to the
global gauge invariance is not intuitively obvious but can be rigorously derived by the
applications of arguments of the Noether theorem to the Schrédinger field.

Now let us see what happens if one demands that the nature should be invariant not
only under the global but also under local gauge transformations, i.e. with the (r,t)-
dependent phase x in Eq. (1.14). It is obvious that the free Schrodinger equation will not
satisfy this demand since its derivatives will act on the local phase producing additional
terms with Vy and 9x/0t. With the hindsight of the previous section we can however
write a more general Schrodinger equation which will be locally gauge invariant.

In order to compensate for the derivatives Vy and Ox/0t and eliminate them from
the transformed Schrodinger equation we must

(a) ”postulate” the existence of a field described by the potentials A and Ay,

(b) replace the ordinary derivatives d/0t and V in the equation by the gauge covariant
combinations Dy, D and

(c) require that the potentials transform according to Eq. (1.3) simultaneously with
the transformation (1.14) of the wave functions.

The demand of the local gauge invariance is thus turned into a powerful heuristic
principle — The Gauge Principle, which, had we not known about the electromagnetic
field, led us to "discover” its existence and the way it must appear in the Schrodinger
equation.

Of course the last, spin-dependent term in (1.12) would not be deduced in such a
procedure and should be justified separately. The need for this separate discussion of the
spin interaction with the electromagnetic field disappears when a fully relativistic theory
of elementary particles is considered, cf. Section 8.1 in Ref. [2] or Chapter 3 in Ref. [3].
Moreover it can be shown that the entire Maxwell electrodynamics is fully consistent with
the The Gauge Principle supplemented by very general requirements of the time-space
translational invariance and the Lorenz invariance.

It also turns out that the fields responsible for all other known interactions, i.e. weak,
strong and gravitational are consistent with The Gauge Principle in a similar way. Namely
for every known interaction there exist a a global symmetry of a non interacting theory
which becomes a local symmetry after the interaction is introduced. The potentials de-
scribing the interaction are the compensating gauge potentials which are necessary to
introduce in order to satisfy this demand are the fields of the fundamental interactions.
Thus The Gauge Principle essentially means that Symmetry Dictates Interactions. The
Gauge Principle for general relativity for example means that the theory is invariant un-
der local Lorenz transformations. In Section 1.12 below we consider an example of how a
so called non abelian gauge field appears as a result of the demand that the Schrédinger
equation is invariant under local non abelian transformations.
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1.4 Electric Current Density.

1.4.1 The orbital part

Let us derive the quantum mechanical expression for the current density of charged
particles. We will start by considering the continuity equation for the charge density
p(r,t) = qy*(r,;t)y(r,t). Multiplying the Schrodinger equation (1.12) on the left by ¢*
and its complex conjugate by 1 and subtracting one obtains in a standard way that
0p/0t + V - j = 0 with the current density

Jorbital () = % [Y(x)(ihV = qA(r))" (r) + ¢ (r)(=ihV — gA(r))¢(r)] . (1.16)

This expression is the expectation value < 9|jop(r)[1) > of the operator

Jop) = 5 [avepS(r = o) + 502 — o) avey) (117)

of the current density due to orbital motion with the velocity

Vop = [pop - qA(rOP)]/m .

This operator is just what is obtained from the classical expression p(r,t)v(t) = ¢d(r —
r(t))v(t) for a point particle by replacing the classical quantities r(¢) and v(¢) with the
corresponding operators r,, and p,, and symmetrizing the final expression in order to
make it hermitian.

1.4.2 The spin contribution

The missing feature in the above expression for the current is the absence of the contribu-
tion from the spin of the particle. This is the reason we have added to it the index orbital.
As we have already discussed a spinning charged particle creates a local distribution of
electric current at its location and one should expect to find an appropriate term in the
current density in addition to the contribution of the orbital motion. We have missed this
term because as we will see in a moment it is in the form of a rotor of a vector (a so called
solenoidal term) and therefore can not be seen in the continuity equation which depends
only upon the divergence of the current.

In order to correct our result let us consider a physical system of charges {¢,} placed in
positions {r,} and put it under the influence of an external electric field E(r). We start
classically and consider a time interval dt during which these charges move distances
dr, = v,dt. As a result their total energy is changed by

AW = q.E(r,) - dry = dt/dr[z qa%é(r —r,)] E(r)

The expression in the square brackets here is the total current density flowing in the
system, so that

%V _ /drj(r)-E(r) . (1.18)
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We assume that this relation holds also for quantum mechanical expectation values.
Considering for simplicity one particle and let us form the expectation value of the Hamil-
tonian (1.11)

W = /drd)*H(ﬁ
_ L i oAY? .4
= /drw [2m( ihV — gA)" + qAo 95, Sop B|vy. (1.19)
We also have aw
= . 1.2
W ey > (1.20)

This relation (sometimes called the Feynmaanellmann theorem) is valid since the term
< OY/Ot|H|Y > + < v|H|0¢ /Ot > vanishes on account of the Schrodinger equation
ihoy/ot = H

In order to find the time derivative of the Hamiltonian we note that it depends on time
only via the time dependence of the potentials A, Ag. Part of this time dependence is
not physical and is related to the time dependent gauge transformations of A and Ag. In
order to avoid this fake time dependence we fix the gauge by choosing Ay = 0. This choice
does not fix the potentials completely but the only freedom left is time independent gauge
transformations, i.e. Eq.(1.3) with time independent x(r). With this choice we have that

OH _ [, 0H 0A(rt)
ot SA(rt) Ot

Using (1.2) with Ag = 0 and Eq. (1.18) we obtain the general relation for the electric
current

(1.21)

j()——<¢|( ﬂ¢>- (1.22)

Varying H with respect to A and using B =V x A we obtain
h 2
< Y|dH|p > = /dr {w { q (V-0A+6A-V)+ 6A~A} Y (1.23)

— g5 (7 sop) - (V x 9A) }
Integrating by parts in the first term, using the identity
a-Vxb=-V-(axb)+b-(Vxa)

for the last term in this expression and assuming that the surface terms vanish we obtain
the following expression for the current

i) = vyt — V) - waw 05l T X (0spt) (1.24)

The first two terms are just the "orbital” current already obtained earlier from the con-
tinuity equation. The last, ”solenoidal” term is the spin contribution which has the
appearance of the classical relation between the current and the magnetic moment

jspin(r) =V x (QQ/Qm)S =V x M-
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1.4.3 Convective, diamagnetic and spin parts of the current

The first term in the expression (1.24) for the current j is called the convection current
and coincides with the usual expression for the current density in the absence of the
electromagnetic field. It is not gauge invariant without the second term which is called
the diamagnetic current. The third, spin term in j is obviously gauge invariant by itself.

In elementary quantum mechanics one develops certain intuition about currents asso-
ciated with given wave functions. In particular one is used to the fact that non vanishing
current density does not appear if the wave function is real, that the current is related to
the local complex phase of ¢, etc. This intuition is founded entirely on the first term in
Eq. (1.24) and could be misleading in the presence of electromagnetic field. In this case
one finds for instance a non vanishing orbital current density

Jorbital(1,t) = (¢%/m)A*(r) (for 1 — real)

for a real wave function. Of course the freedom of local gauge transformations (1.14)
makes the phase of ) and the difference between real and complex wave functions into
something which depends on the choice the gauge and therefore unphysical.

1.5 DMotion in a Uniform Electric Field

Already such a simple problem as the motion of a charged particle in a constant uniform
electric field E exhibits peculiarities of gauge fields in quantum mechanics. Classically
everything is simple. The particle moves with the constant acceleration ¢ | E | /m in
the direction of the field and has a constant, determined by initial conditions velocity
perpendicular to this direction. In quantum mechanics one may have differently looking
descriptions depending on which of the many (i.e. continuous number of) possible choices
of A and Ay is made leading to the same constant E and B = 0. Of course the gauge
invariance will assure that all physical quantities are independent of the gauge choice but
in actual calculations it may require some efforts to see the connections.

1.5.1 Static gauge

We will explore in some detail two gauge choices, the simplest and most familiar gauge
A =0, Ag = —E - r and another, time-dependent gauge A = —Et, Ag = 0. In the former
case the time and the coordinate variables are separable in the Schrodinger equation

st (_Zw _ 4B r) b(r,t) (1.25)

ot
and moreover also separable are the coordinates parallel and perpendicular to E. Choosing
the z axis parallel to E and denoting by subscript | vectors which are perpendicular to
E one can write the stationary solution as

W(r,t) = ¢o(x) exp (iky - T1)exp [—: <s + h;ljlﬂ : (1.26)
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where ¢ and ¢.(x) are the eigenenergies and the corresponding eigenfunctions of the
motion parallel to x. They satisfy the one dimensional Schrédinger equation

(_ o Fx) be = £o. (1.27)

2m  dz?

where we denoted F =¢ | E |.

In the equation for ¢.(x) the behavior of the potential —Fz at infinite values of x
is such that the energy levels € form a continuous spectrum of values from —oo to +oc.
They should correspond to motion which is bounded from x = —oo but unbounded in the
direction z — 400 . The wave functions must vanish in the region of large and negative
x and therefore the energy levels are non degenerate. Indeed if there were two solutions
¢1(x) and ¢o(x) for the same & then

1 ¢ 2m 1 d*¢p,

el . Fr) = — 1.28

Pl R e (1.28)
so that the Wronskian w = ¢1(d¢2/dzr) — ¢p2(dep1/dr) = const. The condition that wave
functions vanish at = —oo means that w = 0 leading to ¢; = const ¢ i.e. the two

solutions would in fact coincide.

1.5.2 Linear potential - the Airy function

The simplest way to solve the equation for ¢. is to consider it in the momentum repre-
sentation. Inserting the expansion

) = * dp a eipx/h
ou0)= [ ) (1.29)

in the equation for ¢.(z) we easily obtain

(L —inr ) oulp) = caulp). (1.30)
Integrating this first order equation we find
1 p3
as(p) = const exp {hF <5p - 6m>} . (1.31)

The constant in front of this expression must be determined by normalization. Choosing
e.g., to normalize a.(p) on the delta function in e

| e e =1cP [ ap e [ e )p} (e — <) (1.32)

— 00

we obtain C' = 1/v2whF. The wave functions in the position representation are

6o(2) —/Z %Z\F exp - {pm—i—}l? (Ep—éi)] - m(jf Ai[~a(z +¢/F)] |
(1.33)
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Figure 1.1: Airy function Ai(x)

where we denoted o = (2mF/h?)'/3 and introduced the notation

Ai(€) = \/ZTT/: du exp [z (f +§u>} . (1.34)

The function Ai(§) defined by this integral is called the Airy function. We will explore
some of its properties below, cf., also Ref. [10]. The graph of the Airy function is shown
in Fig. 1.1.

Eq. (1.33) together with (1.26) furnish the general solution of the Schrédinger equation
(1.25).

It is instructive to explore the asymptotic behavior of the wave function ¢.(z) for
x — Fo00. This can be found by using the saddle point approximation

cf., https://atmos.washington.edu/ breth/classes/AM568/lect /lect22.pdf

in order to evaluate the integral in (1.33). Differentiating the exponent in the integrand
we obtain that the stationary value pg of p must satisfy
P
e=5 Fx. (1.35)
This is the classical — energy momentum relation in the potential —Fx. It is an example
of a typical ”cleverness” of the saddle point method — when a phase of a rapidly oscillating
integral depends on external physical parameters (the coordinate x in (1.33)) the saddle
point condition frequently has a transparent physically significance. The difference with
the classical physics is that pg does not have to be real. Only for x > —¢/F, i.e. in the
region where the classical motion is allowed, pg is real, but it is pure imaginary in the
classically forbidden region © < —e/F. In both cases there are two solutions corresponding
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to the two signs in the square root

po(x) =+/2m(e + Fx) . (1.36)

According to the rules of the saddle point approximation both saddle point solutions
should be retained in the real case while only the saddle point with decaying exponential
should be admitted in the imaginary case. We thus find for (1.33)

2m pod(x) w
~ - — f —
o () p—— cos <3hF 7)o forz—eo
1 2m Ipo(z)]3
N = — fi — —00 . 1.
@ () 3\ Thipo] exp( SEm , for x 0 (1.37)

We will see in the section devoted to the semiclassical limit that these expressions cor-
respond to the semiclassical approximation for wave functions. As required the wave
function decays exponentially in the classically forbidden region F < —F'z. In the classi-
cally allowed region the positive and negative momenta py with equal amplitudes coexist
for a stationary quantum mechanical state producing the interference cosine with the
argument which can be written as

3 T
po(x) 1 _ l/ ! !
ShEm hW(x) =7 7E/Fpo(ac ) dx (1.38)

in terms of the classical action W. The classical momentum determines the local wave
length X = 27h(dW/dx)~' which decreases with increasing x in accordance with the
uniform classical acceleration in the direction of the field and the de Broglie relation.

1.5.3 Time dependent gauge

Let us now examine how this problem looks in another gauge A = —Et, Ag = 0. We use
the gauge transformation (1.14) with x = —E - r¢ in the equation (1.25) and obtain
Y(rt) = exp(igE - rt/h)Y'(r,t), (1.39)
L OY'(r ) 1. 2
h———"+> = —(—ih E !
i o (i + B (1)

where we denoted by ’(r,t) the transformed wave function.
A simple solution of this equation is a plane wave and we obtain for 1'(r,t)

wi{(r,t) = Ay (t) explik - 1] (1.40)
with the time dependent amplitude Ay () satisfying
dA(t) 1
in = —(hk + qEt)* 43 (t) . .
in R i gmn2 A () (1.41)
Integrating we find
i [h%K] 1
Ay (t) = C —— - ——(p+ Ft)® 1.42
k() oeXP{ h{2m + o m t)}}> (1.42)
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where Cy is an arbitrary constant, p = hik, and we used the same notation for k; and F
as in the previous section.
We note that with this solution the wave function before the gauge transformation
(1.39) is
Yy (r,t) = Ay (t) expli(k + gEt/h) - r] (1.43)

which of course is a solution of the Schrodinger equation (1.25) in the static gauge. The
set of these time dependent solutions with different k’s is identical to the set (1.26) of
stationary solutions as far as the motion in r; is concerned. However in the direction of
the field the sets look quite different and the point to note here is that in different gauges
the same problem may have a very different appearance.

Of course mathematically both sets are equivalent and one can easily show that each
can be expressed as a linear combination of the other. The time dependent solution is
closer to the classical intuition of the accelerated motion under a constant force.

It is instructive in this simple problem to compare the calculations of the currents for
two solutions . (r,t), Eq. (1.43), and the corresponding transformed one wi{(r,t), Eq.
(1.40). One will get different results with the two solutions

hk + qEt hk
Q7q |Co|2 and Q*|Co|2
m m

for the convective part of the current given by the fist part of Eq.(1.24). But this differ-
ence is ”counterbalanced” by the different second diamagnetic term —(q?/m)A[¢|? in the
current expression. It is zero in the static gauge but is

Et
q2 i |CO | 2
m
in the time dependent gauge. The end results is of course the same expression as it must

be for the gauge invariant quantity.

1.5.4 Translations in uniform E. Symmetries in the presence of
gauge fields

Physics in a constant electric field must be invariant under translations of coordinates
r — r + a with a constant vector a. Applying this transformation in the Schrédinger
equation (1.25) one at first finds that it is not invariant — the term —E - a is added to the
Hamiltonian. This term however can be removed if one simultaneously performs a gauge
transformation of the wave function

P(r,t) — exp (—igE - at/h) Y (r + a, t) = exp [ia - (—ihV — qEt)/h] (r,t) (1.44)

The Schrédinger equation is invariant under this combined transformation which must be
therefore adopted as the definition of the translation in the present case. One can call it
”electric translation” in analogy with the modified ”magnetic translations” in a uniform
magnetic field, cf. Section 1.6.3 below.

This feature of modification of the standard symmetry transformations by additional
gauge transformations is quite typical for theories with gauge fields. It accounts for the
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fact that changing the coordinate system may also effect the gauge choice and care must
be taken to return to the original gauge. The generator of the infinitesimal translations
in the expression above is obviously

8op = Pop — ¢EL . (1.45)

The symmetry means that it must be conserved and indeed one finds that
dgop/dt = 08op /0t + (i/R)[H , gop] =0

with H as it appears in the right hand side of (1.25).

We will find below two other examples of the gauge field modifications of the symme-
tries — translational and rotational invariance in a uniform magnetic field (Section 1.6.3)
and rotational invariance in the field of a magnetic monopole (Section 1.11.3).

1.6 Motion in a Uniform Magnetic Field

We will now consider the quantum mechanical motion of a charged particle in a uniform
external magnetic field B which is constant in magnitude and direction over the entire
space. For convenience we present the discussion for electrons, i.e. we take the value of
the charge

g=—e.

1.6.1 Classical motion. The guiding centers

It is instructive to recall first the classical solutions of the problem. The classical equation
of motion is
mdv/dt = —e(v x B) .

Let us choose the direction of the z axis parallel to B. Then the motion along z is free,
mdv,/dt =0 , z=uv,t+ 2

with constant v, and zg determined by initial conditions.
The equations for the x and y components are

dvg

m ;}t = —eBuv,,

m% = eBv (1.46)
7l - - .

An important observation to be made here is that these Newton equations for the velocities
of motion in a plane perpendicular to B have the same formal appearance as the Hamilton
equations of a one dimensional oscillator with v, and v, formally proportional to the
respective coordinate and momentum of the oscillator. The solution of these equations is
”harmonic motion” in the ”velocity space” with the frequency

we =eB/m



Version of April 11, 2023 21

called the cyclotron frequency and
Vg = vcos(wet + ) , vy =vsin(w.t + ) (1.47)

so that the trajectory in the (x,y) plane is

v Uy
r = —sin(wet+a)+zo=—"+x0 ,
We We
v Vg
y = ——cos(wet+a)+yo=———+yo (1.48)
We We

Here v, o, ¢ and yo are constants of the motion the values of which are fixed by the initial
conditions (o), y(to), vz (to), vy(to) at some initial time ¢o.

The physical meaning of these constants is the following. The above solution describes
a circle with the radius v/w.. The position of the centre of the circle is given by the
coordinates xy and yo which are therefore conventionally called the coordinates of the
guiding center, cf., Fig. 1.2 below. The value of v also determines the energy

m(v2 + vi)/? = mv?/2

of the motion in the (z,y) plane®. This energy is independent of where on the x,y plane
the orbit is situated, i.e. is independent of the values of zy and yjg .

Using the terminology of quantum mechanics we can say that the above circular motion
is degenerate - all circles with the same radius v/w,. have the same energy. This degeneracy
is characterized by different values of the guiding centre coordinates xy and yg so one can
say that the classical motion is co? degenerate. As we will see in the next section in
quantum mechanics the motion is "only” co degenerate. It is important to observe that
the expressions of the guiding centre coordinates as given by resolving (1.48)

ro=w— L | yo=y+ = (1.49)
We We
are constants of the motion
drg @ ~0
dt — dt

This fact, which is trivial in classical mechanics will play a very important role in the
quantum mechanical treatment of the problem.

1.6.2 Landau levels

The quantum mechanics of this problem was first worked out by Landau and the corre-
sponding solution is known as Landau levels.

4The conservation of this quantity is trivially ”discovered” by multiplying the two equations (1.46)
respectively by v, and vy and adding
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The eigenenergies

The quantum Hamiltonian of a particle without spin in this case is

1 o
Hop = 5~ (=ihV + eA(r))? = —2 (1.50)

where the vector potential must be chosen such that B = V x A is a constant vector
parallel to z. With simple choices of A it is possible to find explicit solutions of the
corresponding Schrodinger equation as we will discuss in detail below. At the moment
however we prefer to proceed in a more general manner and show that many features of
the solution can be anticipated on the basis of simple considerations which are useful to
follow in order to gain a better understanding of the physics of the problem.

We start by considering the commutators of the components

of the velocity operators which enter the Hamiltonian (1.50). They are easily calculated,

ieh ieh [ 0A 0A,; eh
These non vanishing commutators show that for a general magnetic field B(r) one can
not have definite values simultaneously for all 3 components of the velocity.
In our particular case of a constant B along the z axis only the commutator [0y, 0y]
is not zero. This means that 0, commutes with H,,, Eq. (1.50). Since moreover one can
choose A, =0 and A, and A, to be functions of only (z,y) one has

0
= pe = i

0z

so that the parts of H,, depending on (z,y) and on z are separable. The z—dependent
part of the wave function must be a plane wave exp(ik,z) with k, = mv,/h describing
quantum free motion in accordance with the classical case.

The part of H,, describing the motion in the (z,y) plane,

hop % (02 + 92) (1.52)

is proportional to the sum of squares of the operators 9, and v, with a constant commu-
tator
[, 0] = —i(ehB/m?).

This suggests to define rescaled variables
De = mby , éz (m/eB)f}y

with the canonical commutator

[ﬁﬁ ) E] = —th
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in terms of which the operator h,), takes the form

2 A2
_ Pe (eB)* zo Pe mw? s
hop - + g - + 5
2m 2m 2m 2
of the Hamiltonian of a one dimensional oscillator with mass m and frequency w, in
accordance with the character of the corresponding classical motion. The spectrum of the
oscillator is well known and adding it to the free motion eigenvalues of the p?/2m term

we obtain the eigenvalues of H,, as

i 1 h2k?2
E(n,k,) = hw, <n + 2) + g = 0,1,2,.... (1.53)

We have succeeded to obtain the eigenvalues of the Hamiltonian (1.50) on the basis
of the commutation relations without solving the Schrédinger equation. There however
remains a problem. The eigenvalues depend only on two quantum numbers n and k,
whereas dealing with three degrees of freedom one must find three quantum numbers
which characterise the eigenfunctions of H,,.

Degeneracy of the Landau levels. Quantum guiding centers

The independence of E(n, k) on the third quantum number means that the energy levels
of the problem are degenerate and we will presently determine the reason and the nature
of this degeneracy. For this purpose let us consider the quantum mechanical operators
corresponding to the guiding center coordinates, Eq. (1.49),

) R 0y
to=x——" , GJo=y+—. (1.54)
We We

We easily find that they both commute with all the components of the velocity operators,

[0, 03] = [90,0:] = 0 (1.55)
Indeed, e.g.
L N L 1, h L .
[Z0, 0] = [z, 0] — w—c[vy,vx] = E[x,pm] —i = 0 ; [Zo,0y) =[z,04] =0 , etc

Therefore £y and gy commute with H,,, i.e. are conserved as in the classical case. As
in the classical treatment the energy of the motion is independent of these quantities.
However we find that their commutator is not zero. Indeed using (1.55)

[0, 0] = [0, y] = —[0y, yl/we = =[Dy, y]/mwe = i(h/mw.) (1.56)
This relation is commonly written as
[Z0, §0) = il” (1.57)

where the constant
¢ = (h/eB)'/?
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is called the magnetic length.

The non vanishing commutator between o and ¢y means that they can not both
have simultaneously definite values and moreover the constant value of the commutator
shows that like the velocity operators above, their properties are similar to a canonical
coordinate—-momentum pair. Only one of the two can be specified and since it is conserved
its eigenvalues should provide the missing quantum number which we are looking for in
order to characterize the degenerate eigenfunctions belonging to the same eigenenergy
E(n, k). In fact the existence of the pair of non commuting conserved operators is the
cause of the degeneracy of E(n,k,). If we choose the states of the system to be eigen-
functions of, say, &g operator, acting on one of them with ¢y will produce a different state
with the same energy. As we will show below there is a deep relation between the proper-
ties of the operators &y and gy and the basic symmetry of the system — the translational
invariance.

The eigenfunctions

From the commutation relations Eq. (1.57) it follows that for the eigenstates with definite
xo the values of yy are completely undetermined so that the position of the center of
the quantized cyclotron orbit will have equal probability to be found at any point along
the line with the given xg. To see this explicitly we now turn to the solutions of the
Schrédinger equation which have definite values of xg. We need to choose first the gauge
for the vector potential A. The explicit forms of Zg,

A ﬁy ~

to=ac——=a—(1/eB)p, — Ay/B

c

and of

suggest the following convenient choice
A, =0, A, =Bz, A.=0 — B=(0,0,B) (1.58)

for which
io =i?0/0y , mb, = —ihd/Ox

and the Hamiltonian

H, _ﬁi+1(A+B)2+ﬁz (1.59)
P om o 2m by T ebe 2m ’
The eigenfunctions of Zy and p, have the form
. ) 1 1
r) = const ¢(x) e @oU/E giksz , const = —— —— 1.60
0(r) = const 6(a) iRy (1.60)

with yet undetermined ¢(z). For convenience we have assumed that the motion in the
y and the z directions is limited by large but finite intervals L, and L, with periodic
boundary conditions.
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Inserting in the Schrédinger equation H,,1» = Et and separating the variables we

obtain
2

< (¢ —20)*| d(x) = 6(x) , (1.61)

P2 e
2m 2

where we denoted ¢ = E — (hk.)?/2m. This is the equation of a harmonic oscillator
centered around the eigennvalue of zy. As anticipated the eigenenergies are given by
(1.53) and are independent of zy. The eigenfunctions are

Pn,ao (%) = Xn(T — T0) , (1.62)

where x,,(z) are the normalized eigenfunctions of harmonic oscillator

RN o
) = () oo [0/ ] H,[a/¢] (1.63)
with H,(z) = (—1)" e (d"/dz™)e~*" — the Hermite polynomials. The first few functions
Xn(z) are
1 T 22 1 T V2x 22
Xo(z) = <7r£2) exp (%2> » xalz) = <7r£2) 7 &P (2@) ; (1.64)

1 T x2 x?
xe(z) = Inl? 72—1 exp o , etc.

Imposing periodic boundary conditions in the y direction we find that z in Eq.(1.60)
takes discrete values separated by distances Az = 2m(?/ L,. We thus have one state per
area L,Azo = 2m¢? in the x-y plane. The dependence of the wave functions on y via
the plane wave phase means that the probability to find a particle is independent of this
coordinate. It also seems to suggest that like in the z - direction there is a free motion
also in the y-direction. This however is not corrects as it is based on the experience in
situations in which there was no gauge field present. In this case the wavefunction’s phase
is gauge dependent so to evaluate what motions it describes one must form gauge invariant
observables. We will do this below by calculating the current density components with
physically interesting results.

In the z direction the state is centered around the value xy. Its extension can be
determined, using e.g., the equipartition property of the oscillator meaning that the aver-
age potential energy is one half of the total energy, mw?{(z — x¢)?)/2 = hw.(n + 1/2)/2.
This gives \/{(x — 20)?) = ¢+/n + 1/2. Each degenerate energy level can thus pictorially
be viewed as a two dimensional plane filled with overlapping (for L, > 27f/\/n+1/2)
7strips” occupied by individual quantum states parallel to the y axis representing quan-
tized cyclotron orbits uniformly ”smeared” along every strip. This picture repeats itself
for every n and k, with the radius of the orbits, i.e. the thickness of the strips growing
as £y/n + 1/2. The smearing of the orbits is the result of the Heisenberg-like uncertainty
relation between the guiding center coordinates xo and .

The degenerate energy levels which we have just described are called Landau levels.
Choosing gy to have defined values will lead to the same picture of Landau levels but
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with the strips parallel to the x axis. It is amusing to consider what happens if more
complicated functions of zy and gy are chosen to have defined values. Suppose we fix
23 + y2. Then the strips in the picture above will have the shape of concentric circles
around the origin. Choosing fixed z3/a? + y3 /b* with some constants a and b will lead to
strips of elliptic shapes, while fixing the function (zoyo + yoxo)/2 (symmetrized to make
the corresponding operator hermitian) will result in a hyperbolic shape of the strips, etc.

In Fig.1.2 we illustrate some of these cases. Of course all the choices above are equiv-
alent as long as the degeneracy remains but some may be singled out if a perturbation
removing this degeneracy is added to the Hamiltonian.



Version of April 11, 2023 27

Ay

L

qD X

Ay

i
R

Quantum "smearing” of classical cyclotron orbits

Figure 1.2: Schematic illustration of a single classical cyclotron orbit and how it gets
”smeared” in quantum mechanical description. The upper figure shows the cases of xg
fixed (an orbit is smeared in the y-direction) or yo fixed (orbit is smeared in the x-
direction). In the lower figure 3 +y3 is fixed - an orbit is smeared along the corresponding
circle
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When choosing the eigenvalues of the operator ¢ instead of &y for the characterization
of the degenerate wave functions it should be more convenient to choose the gauge A, =
—By, A, = A, = 0 in which g is just —i¢?9/0z. For a combination #3+¢3 the symmetric
choice A, = —By/2, A, = Bz/2, A, = 0 is the most appropriate. In the literature it may
sometimes seem that the choice of the gauge determines which combination of &y and g
will be diagonal. Our remark here is meant to clarify the correct order of choices .

The square of the magnetic length ¢ appearing in the commutator of the guiding
center coordinates plays the role of the ”Planck constant” for these variables. Therefore
the analogue of uncertainty relation AzgAyg > ¢2/2 must hold. We also recall from the
statistical physics that in the semiclassical picture quantum states ”occupy” phase space
volume ApAq = 2wh. Here we may expect an analogous situation that a single state
of a degenerate Landau level ”occupies” an area in the plane of (zg,%0) which is 27¢2.
And indeed we have seen this in the particular case of the solutions (1.60). The physical
meaning of this minimal area is simple and profound — the magnetic flux through this
area is ratio of universal world constants

B-o2xf®> =2xB— = ==

h _27rh_ﬁ
eB e e

Such magnetic flux has a special notation

by = 2nh = h (1.65)
e e
and a special name - magnetic flux quantum. We will meet this quantity a number of times
in these notes (cf., below). Let us stress that its name doesn’t mean that the magnetic
flux in such problems is quantized. Rather, as we see here and will be seen below certain
physical features get repeated with ®( as a period.

As can be seen from the above discussion the density of single states in a degenerate
Landau level is the inverse of 272 which is independent of n and of the way we choose
to classify the degeneracy. The mmnemonic rule of ”one state per one flux quantum” is
something which is encountered in many quantum mechanical problems in the presence
of magnetic field and is therefore well worth remembering.

Currents and edge currents

Individual states in a Landau level carry a non vanishing current density. Apart from
an obvious contribution from the free motion in the z—direction one also finds current
distribution in the x-y plane. Qualitatively one expects that in this plane the quantum
mechanically smeared cyclotron orbits with one fixed guiding center coordinate should
combine to give opposite currents parallel to and concentrated on the edges of the strip
occupied by the state and have zero current on the midline of the strip.

We easily find for the states Eq. (1.60) using Eq. (1.24) for the current

Jo =0, Jy(2) = ewe(xo — 2)p(x) , jz(x) = e(hkz/m)p(x) (1.66)

where we denoted the particle density

p(z) = ¢*(x)/Ly L.
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The appearance of the lengths L, and L, is related to the (standard) normalization of
the wavefunction (1.60) to one particle.

The wave function ¢?(z) as given by any of the solutions Eq. (1.62) is concentrated
in a symmetric strip around x¢ which means that the current density j,(z) has an anti-
symmetric profile with respect to x = zo. Because of this antisymmetry the total current

I, = /jy(x) do (1.67)

flowing in the y-directions, i.e. along the state i, ;, in the x-y plane is zero for these
states.

If one adds a constant electric field parallel to the z—axis one can still find exact wave
functions (cf., homework problems or tutorial). The current density profile of these wave
functions will change from antisymmetric to asymmetric and the total current in the y
direction will not be zero.

Another interesting non zero current carrying Landau states appear at the edges of
the x-y plane. Let us assume that an additional potential V' (x) with the shape shown in
Fig. 1.3 is added to the Eq. (1.61)

2

Doy T (0 o)? 4 V(m} o(x) = e(z) | (1.68)

2m 2

This potential simulates the edges of the sample in the x direction.

V()

\ 4

Figure 1.3: Potential simulating edges in the x-y plane

It is instructive to examine how the combined potential

2

Mte (x — x0)2 +V(x)

U(x) = 5

changes when plotted for different guiding center coordinate values x( relative to the
positions of the potential walls representing the edges. The shape of U(x) getting more
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narrow for the values of xy near and "inside” the edges indicates that eigenenergies €, will
break the degeneracy of the Landau levels in such a way that they become rising functions
en(xg) for such values of xg. Recalling the width £4/n + 1/2 which the unperturbed
Landau levels occupy we can approximate for low n values and the potential V(x) slowly
varying on the magnetic length ¢ scale as

V(z) ~ V(z0)

1.69
en(0) & Awe(n + %) + V(xo) ( )

In this approximation the modified Landau levels similar to the unperturbed ones form
an ”equidistant ladder” with each step having the shape of V' (xg).

The asymmetric shape of the combined U(z) for xy near the edges means that the
resulting eigenfunctions ¢, ,,(z) will not depend on x¢ via z — x¢ as in Eq. (1.62) and
will not have the harmonic oscillator symmetry around xg as in the unperturbed Landau
states. This in turn means that the current density j,(x) along the edge will not have
an antisymmetric profile with respect to x = zg and therefore the total current flowing
in the x-y plane for such states near the edges will not be zero. Such currents are called
”edge currents”. They correspond to the skipping classical orbits near potential walls,
move in opposite directions on the opposite edges and play important role in explaining
the Quantum Hall Effect, cf., Ref. [13].

Let us express the energy of a given state ¢, ,, using

hop(®0)Pn,zo = €n(20)Pn,z0 = €n(T0) = (Dn,ao|hop(T0)|Pn,z0)
with hop(x) denoting the Hamiltonian operator in the left hand side of Eq. (1.68). Using
the Feynman-Hellman theorem® one obtains
aen (LU()) 8hop o
— |Pnzo) =
dzo 9o (1.70)
= 1 G = 20) ) = [ (e~ 20) 8, (o)

= <¢n,mg|

Comparing with the expression for the current density j,(z) in Eq.(1.66) and ignoring
for convenience the z direction we find the relation

Oen(x9)  mw.L

i . Y I, (n, x0) (1.71)

5The theorem relates the derivative of the eigenenergy with respect to a parameter to the expectation
value of the derivative of the Hamiltonian with respect to that parameter. The proof is straightforward

den(zo) O
gizo = aim<¢n,xo|h0p($0)|¢n,xo> =
OPn,x Obn,z Oho
= & hop(x0)|Pn,zo) + (Dn,ao [Rop(x0)] &) + (bn,wo | mm|Bnyzo) =
ol Ozq Oxg
a(b"yz 8¢’ﬂym 8ho aho
= en(00) [ (2020 g) + (g | 20 |+ (0] G hn0) = (| G )
dxo Oxo dxo Oxo
where it was used that
9 O¢n,z O¢n,z
aﬁﬂ)(‘i’nwo@nwo) =0= <aTOU|¢n,mo> + {Pn,ao | o0 )
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where I,(n,xg) is the total current of a single particle in the ¢, 5, state. Referring to
Eq. (1.69) with V(z) as shown in Fig.1.3 one sees clearly where the edge currents are
expected, their magnitude and direction.

1.6.3 Degeneracy of Landau levels and space symmetries

Conservation laws are always results of symmetries and the existence of the conserved
operators g, go and 9, is not an exception. They are related to the basic symmetry of
the motion in a uniform field — invariance under translations. This invariance is however
not explicit in the Hamiltonian (1.50) which changes under the translation r to r +a with
an arbitrary constant vector a. We have already encountered a similar phenomenon in
the simpler case of a uniform electric field. Also here the the Hamiltonian (1.50) remains
invariant if simultaneously with the proper translation one performs a suitably chosen
gauge transformation. The conserved quantities should be the appropriate generators of
these combined transformations.

To see this in detail we observe that after a proper translation the Schrodinger equa-
tion with the Hamiltonian (1.50) has the same form but with the different vector potential
A(r+a). For a constant B however the difference A(r 4+ a) — A(r) is a gauge transfor-
mation, i.e. it is a gradient of a scalar function. It will be sufficient to show this for an
infinitesimal a for which we have A(r + a) = A(r) + (a- V)A(r). The last term is

aiaiAj = ai(aiAj — GJAz) + al@in = ai(eijkBk + 8JA1)
and for a constant B it is indeed a gradient
Ojo with a =a;(€5x;Br + Ai) =a-[r x B+ A(r)] (1.72)

It can be removed from H,, by a gauge transformation of the wave function in addition
to the proper translation. The symmetry transformation is therefore

P(r) — {1 + %ea- [r x B+ A(r)]} (1+ia- pop/h)w(r) (infinitesimal a), (1.73)

where we have used the proper translation operator exp(ia - p,,/h) for infinitesimal a to
write ¥(r 4+ a) in terms of ¥(r).

The combined transformation (1.73) is what should be called translation in the pres-
ence of a magnetic field (the term ”magnetic translation” is sometimes used). The gener-
ators of this transformation are read off the linear term in a found after multiplying the
brackets in Eq.(1.73). They are

Pop T e[A(r) +1 x Bl =mv,, +eB(r x e;) . (1.74)

For translations along the z axis this is just muv, whereas for the translations along the
x and y axes we obtain respectively eB g9 and —eB %y in terms of the operators of the
guiding center coordinates.

It should now become intuitively clear why these operators do not commute. We
expect that the result of translating the wave function parallel to x and then parallel to
y should not be the same as translating it in the opposite order. The difference should
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be related to the Aharonov-Bohm phase (see Section 1.7 below for its definition) induced
by the flux of the magnetic field through the rectangle obtained in the course of these
reversed order translations. Let us see how it happens. Transporting a wave function by
an infinitesimal Az followed by Ay and then by —Axz and —Ay respectively one indeed
obtains keeping the terms up to a 2nd order in the translations Ax and Ay

1 1
(1 —iAyK, — §(Ay)2K;)(l —iAzK, — i(Ax)QKi) X

(14 iAyK, — %(Ay)%;)u v iAek, — %(Ax)zKi)w(r) -

= (14 AzAy[Ke , Ky))y(r) = [1 4 2mi(A®/Po)] () (1.75)

where we denoted by AK, and Ak, the corresponding vector components of the operator
of translations (1.74) and A® = BAzAy — is the flux through the rectangle. Since the first
non vanishing term in the expression above apart of unity was quadratic and proportional
to AxzAy it was necessary to keep the quadratic terms in the operators of each translation.

A similar discussion concerning the generalization of transformations and their gener-
ators can be worked out for another symmetry of the problems — the rotational symmetry
around the direction of the magnetic field B. We will leave this for homework or tutorials.

1.7 The Aharonov - Bohm Effect

1.7.1 Local and non local gauge invariant quantities

We have emphasized in Section 1.3.3 that all observable quantities in a theory with a
gauge field are gauge invariant. Perhaps the simplest such quantities are the electric
and magnetic fields and the particle density p(r,t) = [ (r,t)|>. In the expression for
the electric current density considered in the previous section we encountered another set
involving the derivatives of ¢ — the combinations ¥*(r,t)D1)(r,t) to which we can also add
their time dependent partner ¢*(r,t) Doty (r,t). These combinations are gauge invariant
due to the simple transformation properties of the gauge covariant derivatives (1.15).

A distinct feature of all these invariants is that they depend on ¥, A and Ay and
their first derivatives at the same space—time point, i.e. they are local. Consider however
a circulation integral ¢ A - dr taken around some closed contour drawn in space. By
the Stockes theorem this integral is equal to the flux of B through the contour and is
therefore gauge invariant. This is an example of a non local gauge invariant quantity. In
the following sections we will discuss situations in which the non trivial dependence on
¢ A - dr leads to unexpected quantum mechanical effects which are collectively known
as the Aharonov—Bohm effect, Ref.[6]. The sensitivity of the quantum theory to non
local gauge invariants can be traced to essential non locality of the quantum mechanical
description — eigenvalues and expectation values of various physical quantities such as
energy, angular momentum, etc., depend on what happens with the wave function in the
entire configuration space of the system.

Concluding this section we mention that in addition to the circulation of the vector po-
tential another type of non local gauge invariants appears in certain physical applications.
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These are bi-local quantities of the type

*(r') exp[i(e/h)/r A(r") - dr"|p(r,t) .

Under gauge transformations the exponential and the wave functions produce phase fac-
tors which cancel each other. Quantities like this are often met in the field theoretical
context and recently in certain many body problems.

1.7.2 Quantum mechanics ”feels” non zero fCA -dr even if E =
B =0 on and near the contour C

Let us consider a region of space in which local invariant quantities E and B are zero but
in which contours can be found for which ¢ A - dr does not vanish. A simple example is a
region outside of a long thin tube with impenetrable walls and a non zero magnetic field
concentrated inside and running parallel to the tube, Fig.1.4

0

N
|

Figure 1.4: Example of the Aharonov-Bohm flux ® in an impenetrable tube and a closed
contour encircling it in the region with zero E and B. The non zero circulation fC A.-dr =
® around such contours has no effect in classical description of charged particle motion
(trajectories) in this region but produces observable effects in its quantum mechanics
(wave functions)

Non zero circulation integrals ¢ A - dr are obtained for the integration contours which
wind around the tube. Since by assumption B = V x A = 0 outside the tube the details of
a particular contour are of no importance except for the number of times it winds around
the tube and the direction of this winding. Denoting this number by n one can write

%Amlr:nfl) . n=0,%£1,.. (1.76)
C
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Here ® denotes the magnitude of the total flux of the magnetic field in the tube. The
circulation integrals outside the tube depend only on ® and not to the details of the
magnetic field distribution. One conventionally refers to such a tube as a solenoid and to
such an isolated magnetic flux ® as the Aharonov—Bohm flux (AB flux for brevity).

1.7.3 7 Gauging out” the AB flux. Periodic dependence on its
value

Classically the free motion of a particle in the outside region is not influenced by the
presence of the field inside the tube. At first sight one may reach a similar conclusion in
the quantum mechanical description. Indeed to write the Schrédinger equation one needs
to determine first the electromagnetic potentials. Since B = V x A = 0 in the outside
region one must have that A must be a gradient of some scalar,

A =V¢(r) (1.77)
With such A (and E = 0 ) it may appear that in the corresponding Schréodinger equation

o 1
maif = 5 (—ihV + eA(r))

one could remove the eA term by a gauge transformation
e
P(r,t) = (r,t) exp[—zﬁf(r)]

with
r r

fr)=&+ | A@)-d' =&+ [ V&) dr
) Ty
and &y some constant.

The problem however with this elimination of A from the Schrédinger equation is that
in the presence of the AB flux ® the scalar function £(r) in Eq. (1.77) is not single valued.
It is a multivalued function as can be seen in the following way. To have the required value
of the AB flux the function £(r) must change by ® when ”taken (followed) continuously”
along a contour C' around the solenoid in the positive direction

ry
D :iA-drz]in(r)-drz/ri VE-dr =¢(ry) —&(r;) with rp=r;. (1.78)

Thus at every r in the region outside the solenoid the function £(r) has many (infinity)
of values differing by n® with (positive or negative) integer n.
Given this the transformed ¢’ (r, t),

W(r,t) = b(r,t) expliz E(0)

will also be multivalued - its phase will change by

e P
AE= - =27 — 1.
3 5 s (1.79)
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when ”taken continuously” around the solenoid.

To understand what the demand of such a particular non single valuedness of the wave
function produces let us consider a specific example of the angular momentum. Assuming
the z-axis along the solenoid and the z component L. we have for its eigenfunctions

Lap(¢) = p(¢) — ¥(¢) = conste™®

In the usual case, i.e. in the absence of the AB flux one applies the condition ¥ (¢+2nm) =
(), i.e. the condition of single valuedness of 1(¢) which leads to the usual integer
quantization

v=M , M=0,£1.+2,...

For the multivalued function condition Eq. (1.79) we have

e (9F2nT) —pivdi2mn®/ o _, 2nm(v — ®/®g) = 2neM —

(1.80)
— v=M4+ ‘I)/q)o

This shows that despite our ”gauging out” of the vector potential A = V¢ its gauge
invariant content, i.e. the AB flux ® in Eq. (1.78), if not zero modifies the physics via
the resulting multivalued wave function condition Eq. (1.79). We will see below that this
modifications is (not surprisingly) identical to the straightforward solution with such a
vector potential.

As an important additional observation we note that when ® = n®; there is no
effect! The transformed 1’ remains single valued and such AB flux is non observable
”from outside”. This observation is probably one of the advantages of the multivalued
wave function formulation. It also means that the Aharonov-Bohm effects have periodic
dependence on the magnitude ® of the AB flux with the period of the flux quantum ®.
One can see this in the dependence of the eigenvalues v on ®, Eq. (1.80). They change
from integer to non integer with the period ®3. We will also see this periodicity in the
examples considered in the next section and provide a more general point of view in
Section 1.7.5.

Another important observation is the following. The view of the Aharonov—Bohm
effect as a modification of the condition that the wave function repeats itself as it is taken
around a solenoid stresses that in order to ”feel” this modification the wave function must
extend all around the solenoid. Otherwise there will be no observable consequences of
the Aharonov-Bohm flux. Below we will consider an example of a ring pierced by the
Aharonov—Bohm flux with a particle localized on a finite sector of the ring. There is no
Aharonov—Bohm effect in this case.

1.7.4 Example of the AB flux

Assume that the solenoid with the AB flux ® is placed along the z-axis. A possible simple
choice for the vector potential outside such a solenoid is

A =V{(r), with &(r) = % arctan(y/x) = %q& (1.81)
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where ¢ is the azimuthal angle. Recalling the expression of the gradient in cylindrical
coordinates r, ¢, z

V—e Q_Fe lg—i-eg
T or ¢7’6¢ 0z
one finds o
Ay=— ; A, =A, = 1.82
O opp 1 T = =0 (1.82)

and therefore the circulation integral outside the solenoid along a circular contour in a
plane perpendicular to the solenoid

2
%Awir:/ Ay rdp = @
0

Since V x A = B = 0 outside the solenoid one can deform the above circular contour
without changing the integral as long as the new contour has ”the same topology” - i.e.
encircles the flux once in the same direction. One can also change the particular A in
(1.81) by adding a single valued function to & without influencing B = 0 or circulation
integrals § A - dr outside the solenoid. We observe that the dependence of the outside
vector potential on the magnetic field is via the flux ® irrespective of a particular radial
dependence of B inside the solenoid.

To have a convenient example of the AB flux one can think of B = B(r)e, with a
constant B inside and zero outside. With this magnetic field one can write for all 7’s,

A = (Br/2)eq inside the solenoid ,
o

A = (Brd)/2r e =5 € outside the solenoid , (1.83)
T

where rg is the radius of the solenoid. Since ® = B(7rd), this expression for the outside
region is the same as (1.81).

The Hamiltonian and the spectrum

The Hamiltonian with the vector potential (1.82) outside the AB flux has a simple form
in cylindrical coordinates. Using p = p,e, + pgey + p.€, and A = Age, we have

o2 ( +A)2+pg+U() (1.84)

= — _— (& —_— T .
om " om P? ¢ 2m ’

where we disregarded the spin degrees of freedom and added U(r) - the potential which

should account for the impenetrable walls of the solenoid. Note that in our notation here

D¢ is a projection of p on e, and is related to the z-projection of the angular momentum

as

(rxp),=rpy =1L,
Compared to the situation without the magnetic flux the Hamiltonian (1.84) is modified by

the presence of the potential A4 in the centrifugal term which depends on the combination
1 9 1
Py + €Ay = ;(LZ +eBri/2) = ;(Lz +e®/27)
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In classical mechanics one could absorb the constant e® /27 into L, and completely elimi-
nate A, from the equations of motion. However in quantum mechanics this freedom does
nor exist since L, becomes an operator L, = —ih §/0¢ which has discrete eigenvalues
hM (M — integer). The eigenvalues’ selection follows from the requirement that the wave
function is single valued which imposes the periodic boundary conditions

Y(r,¢,z) = ¢(r, ¢ + 2m, 2).
The eigenvalues of the angular part L, +e®/27 in the expression for p,+eAg are therefore
MM +e®/2nh) = i(M + ®/Dy) , Pg=h/e

which is identical with what was obtained in Eq. (1.80) of our discussion of the effect of the
multivalued wave function condition obtained after ”gauging out” the vector potential.
In the Schrédinger equation H,,y = Ev one can separate the z-part and use

b(r.6) = R(r) jz?em

to write the radial part of the equation as

ﬁ N R2(M + ®/®g)?
2m 2mr?

+U(r)| R(r) =<¢R(r)

with € the corresponding part of the total energy E.

The above change of the spectrum of the centrifugal part of the potential is a manifes-
tation of the Aharonov-Bohm effect in this example. A classically unobservable magnetic
flux inside an impenetrable solenoid causes an observable effect in the outside region when
the problem is treated quantum mechanically. The dependence on the magnitude ® of
the flux exhibits periodicity with magnetic flux quantum ®, as a period.

Thin ring solution

Let us see how this happens in a simple model of a thin ring. To construct this model we
add to the Hamiltonian (1.84) a potential V' (r, z) constraining the motion in the r and
z directions to a very narrow ring region. It is the simplest to choose V(r, z) as zero for
|r —a| <, |z] <band infinite otherwise. This gives a ring of thickness b with radius a
lying in the z = 0 plane. For a very small b the radial coordinate in the second term in
(1.84) can be set to the fixed radius a and the motion in the azimuthal direction becomes
decoupled from r. The Hamiltonian of this motion is just

1 0 ed\?
Hy=——|—-ith—+ — 1.
* 7 2ma? ( ! 0¢ + 27r> (1.85)
with eigenfunctions

P (P) = exp(iM@¢) , M =0,+1,£2, ...

5~
3
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and the corresponding eigenvalues

h2 32
Ey = M+ — . 1.
M= 5 ( + ‘I)o) (1.86)

The energies of the motion in the r and the z directions in this approximation are inde-
pendent of ® and we will not be concerned with them.

In Fig. 1.5 we plot the dependence of the energy levels on the magnetic flux which shows
the ®( periodicity of the Aharonov—Bohm effect. An analysis which we do not reproduce
here shows that if there is a weak additional potential V(¢) acting on a particle on the
ring the behavior of the levels will follow the pattern of the solid lines in Fig. 1.5 which
retain the same periodicity, Ref.[12].
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Figure 1.5: Schematic diagram of the electron energy levels as a function of the flux
®/d, in a one-dimensional ring encircling the flux, Ref.[12]. Solid and dashed curves,
respectively, are for the ring with and without weak additional potential V(¢) acting on
a particle on the ring, Ref.[12].

Consider now a case of a strong potential V(¢), so strong that the particle is localized
in a finite sector of the ring as opposed to the free motion around the entire circumference
of the ring as in (1.85). A simple such V(¢) is a potential "well” V(¢) = 0 for 0 < ¢ <
¢o < 27 and infinite outside this interval. The eigenfunctions in this case are zero except
in the interval with zero potential where they are easily found to be

T P I i _
wn(@—\/;exp {l% qﬁ} sm( %) , o n=1,2.3, .. (1.87)
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The dependence on the flux enters in the phase of these functions but the corresponding
eigenenergies do not depend on it at all,

h2m?n?

E,=—F—.
" 2ma2¢?

(1.88)

In Fig. 1.5 they would be represented by horizontal straight lines giving a trivial limiting
case of the general periodic dependence on ® referred to above. Here we have an example
in which the localization of the eigenfunctions on a part of the ring leads to the disap-
pearance of the the Aharonov—Bohm effect (the ® dependent phase is the same for all
solutions and is therefore not observable in this case). As we have already stressed, in
order to have a sensitivity to the Aharonov — Bohm flux the wave function must have a
”tail” extending all around the flux.

AB effect in quantum interference and scattering off the AB flux

Here we will briefly consider two additional manifestations of the AB effect.

2-slit with AB flux

The understanding that Aharonov-Bohm flux modifies the phase of the wave function
leads to an intuitive way of describing the Aharonov — Bohm effect as the change of
the interference of the quantum mechanical waves as they propagate on each side of the
solenoid. Let us consider the classic 2-slit experiment as depicted in Fig.1.6.

a b

Figure 1.6: Double slit interference in the presence of the Aharonov-Bohm flux ®

Electrons pass from a point source through a wall with 2 narrow slits and fall on a
screen behind it, cf., Ref. [8]. As long as it is not detected which slit the electrons pass
through, they produce an interference pattern according to the phase difference for paths
going via each of the slits.

If the Aharonov—Bohm solenoid is placed behind the wall between the slits this phase



Version of April 11, 2023 40

difference will change by the amount

e e 27 d
ApB - (/1A dr /zA dr) - %A dr B, (1.89)

where as before ® is the flux through the solenoid and the subscripts 1 and 2 denote
integrals along the two trajectories in Fig. 1.6. For a position y on the screen (measured
from its centre) the phase difference between waves from the two slits in the absence of
the solenoid is § = kAL where k = v2mFE/h is the wave number and AL — the difference
in the paths the waves travel from the slits to the screen.

For a distance b from the slits to the screen and for y,d << b one can approximate
AL = (y/b)d where d is the distance between the slits. Therefore a given phase difference
B will be found at y = (8/kd)b. The additional phase difference A due to the Aharonov
— Bohm flux will result in a shift in the interference pattern by the amount

_AB, 21b @

MY =20 T oy

(1.90)
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Scattering off the AB flux

Yet another way to see the phase difference between the waves which pass on different
sides of the solenoid is to consider a scattering of a plane wave from it. This was discussed
in the original paper by Aharonov and Bohm, Ref. [6]. For the vanishing magnetic flux
one finds a standard picture of a cylindrical wave scattered from the solenoid with the
amplitude which falls like r—! superimposed on the initial plane wave. For non zero ® the
wavefronts in the region ”"down stream” and far away from the solenoid form a pattern
of two flat fronts shifted with respect to each other in an abrupt, almost discontinuous
fashion along the line stretching from the solenoid in the direction of the propagation
of the original plane wave. The magnitude of the shift is given by the phase difference
2 ® /P, divided by the wave number k. We refer reader to Ref. [6] for the details of this
discussion.

1.7.5 Multiply connected regions. Homotopy

Certain features of the results obtained in examples above are quite general in nature.
In any region with zero E and B Egs. (1.2) imply that the vector potential must be the
gradient of a (time-independent) function, A(r) = V{(r) and that Ay = const. The
integral [ A-dr = [ VE-dr is equal to the difference between the values of £ at the initial
and the final points of the contour of the integration so that it must be zero for a closed
contour unless (a) the function £ is not single valued and (b) the contour takes ¢ from one
of its branches to another. This can not happen in simply connected regions, i.e. such
in which all closed contours are contractable to a point. Since continuous deformations
of the contour in the integral § V& - dr can not change its value all such integrals will be
zero for contractable contours. Equivalently stated, a regular function like £(r) must be
single valued in a simply connected region.

Consider however multiply connected regions. These are regions where one can find
closed contours which can not be contracted to a point without crossing the boundaries.
The impenetrable solenoid and the ring discussed above are examples of such regions.
The contours around the ”tube” of the solenoid or around the "hole” of the ring can
not be contracted to zero. Non zero values for the circulation integral [ A - dr are to be
expected for such contours and actually occur when there is a magnetic flux through the
excluded regions. We note in passing that not every shape of excluded region will lead
to the existence of non contractable contours. Excluded cavity of a spherical shape for
instance will not. Its existence will create uncontractable closed surfaces but not curves
and will be relevant for considerations of e.g. non vanishing surface integrals of a vector
field with zero divergence.

All possible closed curves in a multiply connected region can be divided into classes
of curves which can be contracted into each other. Such classes are called homotopy
classes of curves, cf., [8]. Among all homotopy classes one can define a complete set
of elementary classes of curves Cj out of which every other non elementary class can
be obtained by multiple traverses of curves belonging to the elementary classes. For a
solenoid there is one elementary class of curves encircling the solenoid once in, say, a
clockwise direction and one in the counter clockwise direction. Clearly the changes of £
on closed curves within each elementary class must be the same since the curves can be
continuously deformed into each other. For different elementary classes however they in
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general will be different reflecting possible different values of the Aharonov—Bohm fluxes
through different excluded regions or their different signs.

Let us apply these considerations to a general system of charged particles in a multiply
connected field free region, cf. Ref.[9]. Their Schrédinger equation is

H[pa - qu(I‘a), ra]w({ra}) = Ew({ra}) (1'91)

where we assumed a general Hamiltonian depending on the momenta p, = —ihAV, and
coordinates r, of the particles with charges q,, a = 1,2, ..., N. Since in the field free region
the vector potential A is ”pure gauge”, A = V&, we can apply a gauge transformation

N
U({ra}) = expli Y qaé(ra) /MY ({ra}) (1.92)

a=1

and find that ¢’ satisfies

Hp,,ra]¥'({ra}) = EY'({ra}) (1.93)

with the Hamiltonian in which the potential A was ”gauged out”. Since v is single
valued and since going around any elementary non contractable contour Cj increases
& by the corresponding Aharonov—-Bohm flux &, = fck A - dr , we must demand that
' ({r,}) is multiplied by the factor exp(—iq,Px/h) when the particle a is brought around
C%. Thus the boundary conditions are different from the case of zero fluxes and one
should expect that the energy levels will depend on the values of ®. Since charges of all
particles are multiples of the elementary electronic charge e the change in the boundary
conditions is the same for the fluxes ®; which differ by multiples of the flux quantum
®(. This periodicity should occur in the solutions 1)’ and therefore in the set of energy
levels obtained from Eq.(1.92). Physical quantities which are determined by this set
must therefore exhibit this periodicity. This conclusion as well as the entire set of the
preceding arguments are very general and based solely on the fundamental principles of
gauge invariance, requirement of single valued wave functions and the elementary nature
of the electric charge e.

1.8 Magnetic Moments

1.8.1 The g—factors

We now return to the relation (1.10) between the magnetic moment and the spin operators.
It is customary to quote the numerical value of the magnetic moment of a particle as equal
to the maximum value of its projection, i.e. the value u, = g(¢/2mc)s, for s, = s. In
this Section we will discuss the dimensionless gyromagnetic ratio g in this relation called
the g-factor.

For elementary particles g is determined by relativistic quantum mechanical wave
equations. E.g. for the electron the Dirac equation gives g = 2, i.e. twice the classical
value. Unlike orbital angular momentum or the spin of a composite particle the spin of
an elementary particle has a fixed value and therefore its magnetic moment is fized and
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must be regarded as one of the characteristics of the particle like its charge, mass, etc.
The electron magnetic moment (spin 1/2) is to a good approximation given by the Dirac

value®
Ho = Lelh

(1.94)

2me

This quantity is called the Bohr magneton and serves as a convenient unit in which
magnetic moments are measured in atomic physics. Its numerical value is 5.79 - 1079
eV/Gauss.

In nuclear physics a more appropriate unit is the nuclear magneton defined as in
(1.94) but with the mass of the proton used for m. Experimentally measured value for
the magnetic moment of the proton is 2.793 nuclear magnetons meaning that the g-factor
is 5.586. For neutrons the values are —1.913 and —3.826 respectively. The deviation of
these g-factors from the corresponding Dirac values ¢ = 2 and ¢ = 0 was among the
first experimental indications that protons and neutrons are not elementary but rather
composite particles. In general the calculation of the g-factors for composite particles
requires the knowledge of the intrinsic dynamics, i.e. the wave function of the elementary
constituents, their spins, etc. We will consider examples of such calculations below.

1.8.2 Atoms in a magnetic field
The Hamiltonian

Consider an atom placed in a uniform magnetic field. Assuming fixed heavy nucleus
atomic electrons are described by the Hamiltonian”

2
H=oo )3 (Pa+ SA()) +Ulra) + ——B- e (1.95)

where we denoted by r, , p, and s, the coordinates, momenta and spin operators of the
electrons and included in U(r,) the interaction of the electrons with the atomic nucleus
as well as their Coulomb interaction with each other. We used ¢ = —e for electrons and
for simplicity disregarded the nuclear spin.

Choosing the vector potential in the form A = (r x B)/2 for which V- A = 0 we can
write the Hamiltonian in the form

2
B e e 5 €
H = Hy+ 2ch' Ea (ro X pg) + S Ea (B xr,)" + %B~ Ea se (1.96)
2
- € 2: 2
= HO + [LQ(L + QS) -B —+ 8m02 : (B X I'a) s (197)

where Hy is the Hamiltonian in the absence of the magnetic field, pq is the Bohr magneton
and we used the expressions L = )" (r, xp,) and S = )" s, for the total orbital angular

6Small deviations from this value are very accurately described in Quantum Electrodynamics by the
effects of the interaction with the surrounding cloud of virtual photons and electron—positron pairs.
"In this and the following Sections we use CGS units
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momentum and spin. The terms in H which depend on the magnetic field can be written
as —u - B with the operator of the magnetic moment

2

- o2 Z[F?LB —r4(re - B)] . (1.98)

= —no(L +2S
4 po (L + )+8m

The first term in this expression is independent of B and can be considered as the
operator of the intrinsic magnetic moment of the atom which exists in the absence of the
field. It is a sum of the orbital and the spin contributions in which the latter enters with
twice as large coefficient. It is crucial to observe that because of this non classical Dirac
value of the spin g—factor the intrinsic magnetic moment is not parallel to the system
total angular momentum J = L4+ S. As we will presently see this is the main reason why
in general the atomic g—factors do not have the universal classical value g = 1 but depend
on the state of the atom.

The second term in p depends on B and must be regarded as the operator of the mag-
netic moment which is induced by the magnetic field. Its magnitude —(e?/8m?c?) > 1B
is proportional to the moment of inertia I;; = Y, m(rq iTa,j — 51-]-1'3) which of is one of
the manifestations of the Larmor theorem.

Treating the B dependent terms perturbatively. LS and jj couplings

Exact diagonalization of the Hamiltonian (1.97) is not feasible even when the solutions in
the absence of the magnetic field are known. The standard way of treating this problem
is to use the perturbation theory with respect to the B—dependent terms. Let us start
with the linear term in (1.97). Because of the rotational symmetry the states of the atom
are characterized by the eigenvalues J(J + 1) of J % and for non zero J are multiplets of
degenerate states which can be labeled by one of the projections of J. One must therefore
use degenerate perturbation theory and to lowest order diagonalize the perturbation H; =
to(L+2S) - B in the subspace of each multiplet. The magnetic field breaks the rotational
symmetry and removes the multiplet degeneracies. The remaining axial symmetry of
rotations around the direction of B indicates that within each multiplet of the degenerate
states the correct combinations which diagonalize H; are the eigenstates of the projection
of J on B. The energy shift of these states with respect to the unperturbed value is simply
the expectation value of Hy,

AE = puoB < a; J, M|L, 4+ 2S,|c; J, M >= poB < «; J, M|J, + S;|a; J, M >, (1.99)

where we have chosen the z-axis along the direction of B and denoted by « the additional
quantum numbers apart of J and its projection M which are needed in order to specify
an atomic state.

According to the Wigner—Eckart theorem, cf. Ref. [11], the matrix element of a compo-
nent of any vector operator between states of a multiplet with a given J is proportional to
the same matrix element of the same component of the operator J with the proportionality
constant which is independent of M. We can therefore write

AE = poga,gB < a; JJ, M| J,|a; J, M >= tioge,s;BM , (1.100)
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where the yet undetermined proportionality constant g, ; obviously represents the g—
factor of the atomic state. Finding explicit expression for g,,s requires further information
about the structure of |«, J, M > and can only be made in certain limiting cases.

If the interactions in atoms were the ordinary Coulomb forces the total orbital and
spin angular momenta and their projections M; and Mg would be separately conserved
and in this case

AE = poB(Mp + Mg) . (1.101)

In reality, however relativistic effects are important and produce the so called fine structure
of atomic levels. The main relativistic effect turns out to be the presence in the atomic
Hamiltonian Hy of the spin-orbit term ) Vio(|rq|) Lo -sq with V() proportional to r1
times the derivative with respect to r of the atomic potential —Ze?/r. When this term
is relatively weak (as happens for most atomic states) one can treat it as a perturbation
and diagonalize it separately within each degenerate multiplet of (2L 4 1)(2S 4 1) states
with given L and S.

The result is what is called the fine splitting of the multiplet into closely lying states
which have definite values of J. In this zero order of the perturbation treatment they are
linear combinations of the unperturbed wave functions with same values of L and S but
different M and Mg. Formally these zeroth order atomic states are written as

n;L,S; M >= > < L,Mg; S, Mg|L,S;J,M > |n, L, My, > |S, Mg >
Mp+Mg=M

and are referred to as states of the LS — coupling” scheme. By n we denoted here the
remaining quantum numbers for the orbital motion and the coefficients in the sum are
the standard Clebsh-Gordan coefficients for coupling of two angular momenta.

In the opposite extreme case of the strong spin—orbit interaction one can not talk about
separate conservation of the orbital and spin angular momenta. Individual electrons must
be characterized by their total angular momenta j which must be combined to produce
the total J. Such a scheme of constructing the zeroth order wave functions is called the
”jj — coupling”. This extreme limit is rarely found in atoms but plays a central role in
nuclear spectroscopy.

Lande formula

For states with LS — coupling a general expression for the g-factors called the Lande
formula can be derived,

JU+D)-LL+D+S(S+1)

=1
g=1+ 2J(J +1)

(1.102)

This is found as follows. As was already mentioned the Wigner — Eckart theorem gives
< S >=const- < J > (1.103)

where we use the angular brackets to denote averages with respect to the state |n; L, S; J, M >
. Since the operator J commutes with L and S it does not change the quantum numbers
of this state so we can write

<SS -JI>=const<J-J >
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with the same constant. Using < J-J >= J(J + 1) have

<S-J>

< S, >= const T+ D)

(1.104)

Using L-L=(J—-S)2=J-J+S-S—2J-8 and the properties of the LS — coupling
state we find that

<S.T>= %[J(J+1)—L(L+1)+S(S+1)] (1.105)
Collecting the results in Eq. (1.99) we obtain that AFE is in the form (1.100) with g4 s
given by the Lande expression (1.102). As usual with the results of the perturbation
theory this formula is valid when AFE are small as compared to the intervals between the
unperturbed atomic energy levels. In the present case these are the intervals due to the
fine structure splitting.

1.8.3 The Zeeman effect

The general phenomenon of the energy splitting of atomic levels in magnetic field is called
the Zeeman effect. The Lande formula gives the classical value ¢ = 1 in the case S =0
and the Dirac value ¢ = 2 when L = 0. Historically the measured deviations of g from
the classical value 1 were termed the anomalous Zeeman effect. In the case when the
magnetic field is so intense that poB is larger than the intervals of the fine structure the
energy splittings AFE deviate from the predictions of the Lande formula. This is called
the Pashen — Back effect. We will not discuss the details of it.

Let us now turn to the last term in the Hamiltonian (1.97) which is quadratic and
describes as we already mentioned the interaction of induced magnetic moment with
the field B. This interaction is sometimes called diamagnetic to distinguish it from the
linear term which is called the paramagnetic interaction . The relative magnitude of
these two terms can be estimated as (e/hc) r?B ~ 4 -10°(r/cm)?B/Gauss and one
finds that for typical magnetic fields in laboratory the diamagnetic term is negligible
if r has atomic dimensions. However when an atomic state has zero spin and orbital
angular momentum (L = S = 0), the linear term does not effect the energy levels in any
order of the perturbation since it has vanishing matrix elements. In this case the entire
effect is determined by the quadratic term. In first order of the perturbation theory the
corresponding energy shift is

2

ecz Z <(ryxB)? >, (1.106)

AE =

8m

where the average is with respect to a (non degenerate) state with L = S = 0. Since
< (ry x B)?2 >= B? < r2sin? 0, > and since the wave function of a state with L = S = 0
is spherically symmetric one can average first over the angle and obtain < (r, x B)? >=
2B% < r2 > /3 where we used

< sin?f, >= / sin® 6, 27 cos O, df, /AT = 2/3
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Therefore

62

_ 2 2
ABE =B Ea: <r?> (1.107)

Having in mind the general expression —u - B we see that the change of the induced
magnetic moment with the field in this case is negative which means that such a state is
diamagnetic.

1.9 Time Reversal in Magnetic Field. Kramers De-
generacy

In the absence of magnetic field and for spinless particles the Schrédinger equation with
a time independent Hamiltonian is invariant under the substitution ¢ — —t provided one
also changes ¥ — 1*. One adopts

7/1(r7t) - Tw(lﬁt) = 1/1*(13 7t) (1108)

as a definition of the time reversal transformation in this case. Magnetic field and the
particle spin require modifications of this definition. Since magnetic field acts also on the
spin variables it is natural to discuss them together.

Even time independent magnetic field breaks the time reversal symmetry. This is
already known in classical physics. The equation of motion (1.4) is time reversal invariant
for any static E if B = 0. For non vanishing B(r) this symmetry is lost but one observes
that the equation retains its form if together with the sign change of ¢ one changes the
sign of the magnetic field. Thus all solutions r(¢) found in a given E(r) and B(r) must
have ”partners” in the form r(—t) in a related problem with E(r) and —B(r). Of course
one must take care in defining properly matched initial conditions for related solutions,
i.e. impose time reversed initial velocities. One easily understands why the sign of B
must be reversed — this is consistent with Maxwell equations which relate B to external
currents which change their direction under time reversal. Similar arguments make it
clear why E should stay the same.

Let us now turn to quantum mechanics in a static electromagnetic field. We first notice
that changing the sign of ¢ and of B without changing E simply means that A — —A
together with ¢ — —¢. Transforming also ¥ (r,t) — ¥*(r, —t) in the Schrodinger equation
(1.12) we see that such a combined transformation leaves invariant all the terms in the
equation except for the last, spin dependent term which becomes geB - s*¢* /2mc rather
than —geB - s1*/2me. By analogy with the orbital angular momentum one needs the
reversal of the sign of the spin operators and the complex conjugation does not accomplish
this. Indeed recalling the standard representation of the spin operators in terms of the
Pauli matrices,

k({01 R0 —i Ch(1 0
f2=5\ 1 0 N W ) 275\ 0 -1

one sees that (in this particular representation, in which s, is diagonal) the complex

conjugation causes only s; = sz, s; = —s, and s, = s;. Hence one must together with
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the complex conjugation also change the sign of s, and s, without changing s,. This
can be accomplished by the rotation by the angle 7= around the y—axis in the ”space” of
the spin variables. Simce s is the operator of infinitesimal rotations in this space such
a rotation is achieved by the operator exp [ims,/h]. Accordingly, we generalize the time
reversal transformation of the wave function for particles with spin as

P(r,t) = TY(rt) = exp [ims,/AlY* (r, —1) , (1.109)

which must be supplemented with the sign change of A and B in the presence of the
magnetic field. Now of course all the terms in Eq.(1.12) will transform correctly. We
note that the transformation (1.109) (as well as the incomplete (1.108)) is antilinear, i.e.
T(apy + Bibe) = a*Tpy + B*T1ho and antiunitary, i.e. < TY|To >=< |p >*.

The transformation properties of any (possibly time dependent) quantum mechanical
operator O,, under time reversal are determined by considering

T(Oopw) = €xp [Zﬂsy/h] O;p<7t)¢*(ra 7t)
and comparing with T(Oupt0) = (T Opp T~1)(T4)). We thus find
TrTl=r, TpT '=—p, TsT '=-s, (1.110)

in line with the intuition.

It is important to remember that the explicit form of the time reversal operator as
given above was derived in the particular representation, i.e. in the coordinate represen-
tation and diagonal spin projection s,. It is in general not valid in other representations,
but can be derived following the rules of transformations between representations. E.
g., a plane wave exp(ik - r) in the coordinate representation becomes §(p — 7ik) in the
momentum representation for which the complex conjugation is obviously not producing
what expected under the time reversal — the change of the sign of k. Using the relation
between the coordinate and momentum representations we obtain

<p|T¢>= /dr <plr><r|p(—t)>'=<-—p|P(-t) >", (1.111)

where we ignored the spin and used < p | r >=< —p | r >*. It is seen that the time
reversal in momentum representation is a combined action of the complex conjugation
and the change of sign of the momenta — not surprising.

Let us return to physical systems without external magnetic field. Their Hamiltonians
are symmetric under time reversal, [H,T] = 0. For an eigenstate 1, of H this gives
HTY, = THY, = E,, which means that 1,, and T%,, have the same energy. There are
two strong results which follow from this fact :

e for spinless particles non degenerate eigenstates of H can always be chosen to be
real and

e cigenstates with half-integer total spin are always at least doubly degenerate. This
degeneracy is called the Kramers degeneracy.
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To prove the first result we note that since for spinless particles T, (r) = ¥ (r) and
since by the assumption E,, is not degenerate the function t,,(r) must coincide with 7 (r)
up to a constant independent of r. For normalized wave functions this is at most a phase
factor which is inessential for any physical results and can be disregarded.

In order to prove the second result consider an eigenstate wave function ¥, = Yajm
and its time reversed partner 74qm, where we denoted by jm the total spin of the system
and its projection and by « all other quantum numbers. Should these functions represent
the same state as in the spinless case they would be related as T%qjm = C¥qjm with
some complex constant C. Applying T once again we would get T%Yajm = |C|*Vajm.
But on the other hand T2 = exp [ 2ims, /h] which gives (—1)%/ when applied to ¥qjm, cf.,
Problem 1. This can not be equal to a positive |C|? for half-integer j. We are therefore
led to conclude that 14 jm and T, must correspond to different states for half-integer
j which means that the corresponding eigenvalue FE,, is at least doubly degenerate. This
Kramers degeneracy means, for instance, that for a system with odd number of electrons
the energy levels will always be at least twofold degenerate even if it is placed in any,
however complicated, electric field

1.10 Path Integrals with the External Electromagnetic
Field

The derivation of the path integral quantization of a particle in the presence of the elec-
tromagnetic field follows the standard route. The propagator

K(ry, tyrit) = (rf\e*iH"P(tf*ti) ;)
is represented as a multiple integral
K(rg,tgrgt;) = lim d37“N/d37°N,1 .. ./d3r1 K(ry,tr;rn,ty) X
N —o0 : X
X ... X K(rl,tl;ri,ti) N (1112)

over infinitesimal propagators which should be calculated for the Hamiltonian operator
given by Eq.(1.8) (we do not consider the spin dependent term — such terms require
special treatment in the path integral formulation). Based on the experience with path
integrals one should expect that the propagator K (r,t+ €;1’,t) over an infinitesimal time
interval € is expressed as

()" expletllr + 1) /2. =11/}

in terms of the classical Lagrangian L(r,v) given by Eq. (1.5). An explicit calculation
indeed shows that

W(r,t+ ) = /dr’K(r,H— a1 1) (', 1) (1.113)
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reproduces the Schrodinger equation with the infinitesimal propagator given by

, m \3/2 ie |[m (r—1"\" r+r
K(rt+er,t) = (27Tihe) exp{h [2( € > eA()( 2 >
RN Gt
+ hc(r r’) A( 5 )} (1.114)

The details of this calculation are rather cumbersome and will not be reproduced here.
They can be found in Ref. [4].

Using the expression for the infinitesimal propagator in the multiple integral for
K(ry,ty;r;,t;) we find after combining the product of the exponentials into a exponential
of a sum and using the continuous notation

+

r(tf)zrf to 5
mv

K(ry tririt;) = / D[r(t)] exp %/dt {Qer(r)JriA(r)»v (1.115)
r(t;)=r; ty

where as usual the definition of D[r(t)] includes the product of N d3r;’s each multiplied
by the pre-exponential factors from Eq. (1.114).

The first two terms in Eq. (1.115) are the usual kinetic and potential energies but the
last term is a new feature of this path integral. It mixes coordinates and velocities but its
linear dependence on v is special. Making the replacement v - dt = dr the contribution of
this term for every path in the path integration can be written as

ry

exp %/A[r(t)] dr

r,

This phase factor depends on the path but not on the velocity of propagation along it.
If one considers a difference of these phases between two arbitrary paths one can write
it as the circulation of A along a closed path which is obtained by traversing from r;
to r; along one path and then back to r; along the other. Using the Stokes theorem
$§A-dr= [V xA-dS= [B-dS one can write this phase difference as

o
exp [QWi%} , (1.116)

where ® is the flux of the magnetic field through the closed contour defined by the two
paths and ®y = hc/e is the magnetic flux quantum already familiar from our discussions
of the Aharonov-Bohm effect.

We would like to point out an important subtlety related to the appearance of terms
like A(r)-v in the path integration. One will get different answers depending on whether
A(r) is evaluated at (r +1’)/2, at r, at ¢’ or somewhere in between in the infinitesimal
propagator (1.114). This ambiguity is known as the Ito ambiguity and is discussed in
detail in Ref. [4]. It is shown there that the correct prescription is to take A as it is
written in Eq.(1.114), i.e. at a midpoint. This is sometimes referred to as the mid—point
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rule. Only with this rule the correct Schrodinger equation is reproduced. The mid—point
rule is important for a term A - v and not for the conventional potential term eAg(r).
This is because of the different powers of €, i.e. € and e! which multiply the discretized
version of A -v and eA respectively in the expression for the infinitesimal propagator.
As is shown in standard discussions of the path integrals the typical distances between
propagation points obey the estimate |r —r’| ~ y/e. Changes of this order of magnitude in
the argument of eAg[(r +1’)/2] combined with €! in front of it will contribute a negligible
difference of the order ~ €3/2. The same change in A[(r +1’)/2] combined with the term
r —r’ ~ €'/2 which multiplies it contributes O(e') which can not be neglected.

Let us now examine how the gauge transformations effect the path integral (1.115).
Performing a gauge transformation (1.3) of the potentials A and Ay adds in the action
the term proportional to

o ldr o] (Y dx(e)
/ dt[dt~vX<r,t>+ i } / U = xegtp) (), (117)

where the last equality holds because of the mid—point rule of the discretization of the
integral and gives the result which is the same for all paths. Using this we find that under
the gauge transformation the propagator changes as

K'(ry,tr;r;,t;) = expliex(vy, tf)/he]K (vy, tr; v, t;) expl—iex(ri, t;)/hc] . (1.118)

This of course is of the same origin as the change of the phase of the wave function (1.14).
The phase change of K(rs,ts;r;,t;) depends only on the initial and the final coordinates.
The phase difference between different paths is strictly gauge invariant.

In a uniform electric and magnetic field the Lagrangian (1.5) is a quadratic function
of the coordinates and velocities and the path integral in this case is of the Gaussian type
and can be evaluated exactly (cf., Problem 2 at the end of the Chapter).

1.11 Dirac Magnetic Monopoles

1.11.1 Multivalued wave functions. Non integrable phases

An instructive discussion related in a surprising way to the general issue of the gauge
transformations arises when one examines in depth the requirement that the solutions
of the Schrédinger equation must be single valued. This requirement is usually imposed
as natural and is the main reason for finding the standard quantized values of physical
quantities such as the energy, the angular momentum, etc. Following the discussion by
Dirac® let us try to see what happens if this requirement is removed.

Of course one still must obtain unambiguous results for quantities which have direct
physical meaning. This certainly means that the amplitude of the wave function must
be single valued since its square is a physical density function. The phase of the wave
function on the other hand does not have to have a unique value at a particular point
so in general the wave function can be written as ¥ (r,t) = ¢(r,t) exp[i3] with ¢(r,t) the
ordinary single valued complex function and all multivaluedness residing in the properties

81In this section we draw freely on the original paper of P.A.M. Dirac, Ref. [14].
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of the phase 8. A useful way to characterize this multivaluedness is to consider how
B changes when one goes along some curve connecting two points in space—time. Since
¥ (r,t) satisfies the Schrédinger equation it must be continuous and therefore it is natural
to assume that § must have a definite derivative almost at every point (r,t). We will
discuss later the points where this does not happen.

The change of § along a curve which does not pass through such singular points can
be expressed by the integral 3, [ #,dz, taken along this curve with x; = 9B(r,t)/0;
and ko = 0pB(r,t)/0t. Since k, in general do not satisfy the conditions of integrability
Ok, /0x, = 0k, [0z, the value of this integral depends on the curve and in particular the
total change in the phase 8 need not vanish when the integral is calculated round a closed
curve. The values of such circulation integrals for all imaginable closed curves completely
characterize the multivalued properties of the non—integrable phase .

We now show that in order to have unambiguous results for physical quantities any
such circulation integral must be the same for all the wave functions. Indeed probabil-
ities to measure physical quantities are given by squares of moduli of overlap integrals
Ik ¥ b d®r with different wave functions v, and v,,. In order that any such integral will
have a definite modulus the integrand, although it need not have a definite phase at each
point, must have a definite phase difference between any two points. Thus the change of
phase of ¥} 1, round a closed curve must vanish. This requires that the change in phase
in v, round a closed curve shall be equal to that in v, and since v, is arbitrary it must
be a universal value for a given curve for all wave functions.

This result means that without loss of generality the possible non integrable phase
factor exp(if) in the wave function may be taken as universal for all wave functions. Let
us now consider the Schrodinger equation for . Since

0 ; 0
—ili—t = e | —ih—— + Tix 1.119
83:1/} ( ox I) ¢ ( )
with similar relations for the y, z and ¢ derivatives one obtains that the single valued part
¢ of the general wave function 1) satisfies the Schrodinger equation with gauge potentials
which are proportional to the derivatives of the non integrable phase 5. In the most
common case these would have to be identified with the electromagnetic potentials

A = (he/e)k , Ag=—(h/e)kg . (1.120)

We therefore conclude that multivalued wave functions need not be considered in quantum
mechanical description since they are equivalent to single valued wave functions in the
presence of an external gauge field.

Although this conclusion is certainly valid there are two ambiguities which remain in
the above discussion. The first is related to the Aharonov—Bohm effect and can occur in
multiply connected regions such as the inside of a ring as was already discussed in Section
1.7 above. In this case even for a vanishing electromagnetic field inside the region one
can not in general assume that the wave function must be single valued. If one can find
non contractable closed curves in the region one must first classify these curves according
to different homotopy classes as in Section 1.7. One may then assign an arbitrary but
fixed phase factor exp(if;) for every elementary homotopy class Cj, and demand that only
solutions of the Schrodinger equation which change their phase by these assigned factors
are allowed.
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Intuitively one can interpret this situation by thinking about a multiply connected
region as a region with "holes”. Even when the electromagnetic field vanishes inside the
region one can still have arbitrary magnetic fluxes ”in the holes”. These fluxes will give
rise to Aharonov - Bohm phases for closed curves surrounding the "holes” provided these
curves can not be continuously deformed to a point. Hence assigning different sets of
phase factors exp(ify) for elementary classes of curves corresponds to assuming different
distributions of Aharonov-Bohm fluxes exp(27i®y/®¢) in the ”holes”.

There exists another important ambiguity in the discussion of possible appearance of
non integrable phases in quantum mechanics. This was first observed by Dirac and is
related to the fact that although in the absence of the electromagnetic field in a singly
connected region the factor exp(if) can be taken as single valued the phase 3 itself may
change by an arbitrary integer multiple of 2. Allowing for such changes requires a recon-
sideration of the connection between the derivatives k of the non integrable phase § and
the electromagnetic potentials and leads to a new physical phenomenon — a possible exis-
tence of magnetic monopoles with quantized charges. We will now discuss this fascinating
subject.

1.11.2 Magnetic monopoles

The Maxwell equation V-B = 0 means that there are no sources of the magnetic field, i.e.
that the magnetic charges do not exist in nature. However nothing conceptually wrong
should occur in the classical theory if one assumes a non zero V - B = 47 ¢ with ¢ — the
density of magnetic charges. In fact the theory would be more symmetrical in this case
since a symmetry under the so called duality transformation E — B, B — —E would
then exist if one simultaneously exchanges the magnetic and the electric charges. The
non zero V - B poses however a problem in quantum theory where the canonical or path
integral quantization in the presence of a magnetic field require an explicit introduction
of the vector potential via B = V x A. Without this relation one is not able to define
the Hamiltonian or the Lagrangian of the theory but it is valid only for divergenceless B.
Let us analyze this problem more closely and consider a hypothetical point—like particle,
called magnetic monopole, which carries a magnetic charge g. In its presence
V- -B=4ngd(r—ry) , B :g|7 (1.121)

where ry denotes the position of the monopole and g is its magnetic charge.
For all points in space apart from an infinitesimal vicinity of ro we have a divergence-
less B and can write B(r) = V x A(r). Although correct locally the function A(r) is not
single valued. This is seen by considering the integral form of the relation B =V x A

i.e. the Stokes theorem,
/ B.dS = % A - dr
s c

where C' is some closed curve in space and the integral on the left hand side is over
an arbitrary surface S with C as its boundary. Such an integral — the flux of B — is
however not unique in the present case. It does not change for all surfaces which can
be continuously deformed into each other without crossing the position of the monopole
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but once the surface crosses ry the flux changes. The difference between the fluxes for
surfaces ”on both sides” of the monopole is equal to the total flux through the closed
surface which these two surfaces form. Integrating (1.121) over the volume inside this
surface and using the Gauss theorem one finds that this flux is equal to 47 g. The non
zero V - B thus effects the definition of A globally and not just near ro. Using the Stokes
theorem with continuously changed contour C' as a way of continuous definition of the
relation between the functions A(r) and B(r) we will find two "branches” of this relation
depending on ”which side” of ry we choose the surface S.

There is a number of ways of overcoming this difficulty. Historically the first was
suggested by P. M. Dirac, Ref. [14]. We will follow a more modern way of presenting this
approach. The idea is somewhat similar to what is done in the theory of multivalued
analytic functions, i.e. to introduce a branch cut extending from a branch point. Viewing
the position of the magnetic monopole as analogous to such a branch point one can avoid
the ambiguity in the use of the Stokes theorem for determining the relation between A (r)
and B(r) if together with rg a thin tube extending from it to infinity (or to another,
oppositely charged monopole) is excluded from the space. By excluding we mean that the
surface S for the contour C' can never be chosen such that it is pierced by the tube. This
uniquely defines ”the side” of the monopole which one should choose to draw the surface
in the Stokes formula. One can thus assure the single valuedness of the B(r) — A(r)
relation everywhere in space apart from the inside of the excluded tube. We can make
the tube as thin as we like and send it in any direction.

Let us illustrate this discussion and consider an example of a monopole placed at the
origin and let us choose the excluded tube along a positive z axis. It is easy to verify that
the vector potential the curl of which gives the magnetic field (1.121) everywhere except
on the positive z can be chosen as

A=Ay =0 , A¢:_gw

1.122
r sinf ( )

where A,, Ag and Ay are spherical components of A and 6 and ¢ are the conventional
polar and azimuthal angles. On the z axis this potential does not reproduce the field
(1.121) of the monopole but rather gives a singular magnetic field directed towards the
monopole and carrying a flux 47 ¢g. The total effective magnetic field represented by the
curl of (1.122) is therefore

r
Besp =93 -9 ) éy) e . (1.123)

where 6(z) denote the step function.
We could choose another vector potential

(1 —cos®)

Al =Ay=0, A, =2
" o T T sind

(1.124)
which also gives the required magnetic field (1.121) but with the excluded tube along the
negative z axis. The corresponding ”effective” field again has a singular component along
this tube in the direction of the monopole. The flux along the tube is equal to the total
flux of the first component of By, i.e. the flux of the monopole field.
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Figure 1.7: Magnetic field of Dirac monopole including the singular string. Note that the
string is plotted as curved, which is allowed, but in the examples in the text it was chosen
to be a straight line along the positive z axis for simplicity, Eq. (1.123).

It is easy to understand now the logic behind the excluded tube construction. The
magnetic flux along the tube ”feeds” the radially directed field of the monopole so that
the resulting ”effective” field is divergenceless, V - By = 0 and can be represented as a
curl of a vector potential like the examples (1.122) and (1.124) above.

At this point a crucial question arises. We have replaced the desired magnetic field of
the monopole by the effective field with the flux tube. How does one make sure that this
modification has not changed the physics of the problem? Since the entire construction
was invented for quantum mechanics we must worry if the presence of the flux tube added
to the field of the monopole influences the solutions of the Schrédinger equation. In fact
we know that such a flux tube does have a global influence in the form of the Aharonov—
Bohm effect. It is also clear how to avoid this effect and make the flux tube unobservable
at large distances. One must demand that the flux carried by the tube is equal to an
integer multiple of the magnetic flux quanta,

4dr g = ndy = 2nnhc/e

This imposes a quantization condition on the possible values of g,
1
eg = inhc,n::tl,:lﬁ,... (1.125)

This relation is called the Dirac quantization condition. The unobservable flux tube car-
rying integer number of magnetic flux quanta is called the Dirac string. The entire
construction which we just described is called the Dirac monopole, cf., Fig. 1.7

The quantization condition (1.125) for the monopole charge implies that if there exists
a magnetic monopole anywhere in the universe all electric charges will be quantized:
e = n(hc/2g). Note that this quantization condition has an explicit dependence on the
Plank constant and therefore on the quantum theory.
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Experimental search for the presence of the magnetic monopoles in nature has so far
given negative results. We note that since g = (137/2) e the force between two monopoles
is (137/2)? =2 4692 larger than between two electrons. This may mean perhaps that all
the monopoles in nature are tightly bound in pairs of opposite sign. In order to decide
whether this is true one needs to know the masses of the monopoles about which the
theory above gives no information.

In recent years another theory of magnetic monopoles was suggested by t 'Hooft and
Polyakov, Ref. [16], in the context of the so called non abelian gauge theories with broken
symmetry. This theory predicts that the mass of the monopoles should be very large.
Viewed from large distances both Dirac and non abelian monopoles should look exactly
the same and our discussion of quantum mechanics in the field of monopoles is expected
to remain valid at such distances.

There is another way to introduce magnetic monopoles in quantum mechanics which
avoids the appearance of the singular Dirac string. It was proposed by Wu and Yang,
Ref. [15], and adopts an approach of sections similar to what is done by mapmakers when
they map the spherical surface of the earth onto a plane map. A single map would
obviously have a singularity at one point. Indeed imagine a rubber sheet with rectangular
coordinate grid on it and try to wrap it around the globe. In order to avoid the singularity
of a single map two maps are introduced, one for say a northern hemisphere and one for
the southern. The two maps together form a singularity—free mapping of the earth. In
order to be able to pass smoothly from one map to another one should let each to cover
more than its own hemisphere so that an overlap is created in the region of the equator. In
this overlapping region the coordinates of both maps must be in one to one correspondence
for identical points of the globe surface. In a similar way singularity-free vector potential
can be found for a magnetic monopole.

The emerging formulation is in essence the so called fiber bundle formulation of gauge
fields in quantum mechanics. We will not go into this here referring the reader to the
literature.

1.11.3 Angular momentum and rotational symmetry in the pres-
ence of a monopole

Although the magnetic field of the monopole is spherically symmetric it should be in-
tuitively clear that the Lorenz force acting perpendicular to the velocity of a moving
particle will not conserve the ordinary expression r x mv for the angular momentum
relative to the origin. Take, e.g., a particle which starts along a planar circular orbit
around the monopole. The magnetic field will deflect it away from the plane changing
the initial r X mv. Using the equation of motion one can calculate the rate of change of
this expression

d d d
%(rxmv):rxmav:;—%(rx(vxr)):%<%;> . (1.126)
This suggests that we can define the total angular momentum as

J:I'va—(%z):I'XP—E{I‘XA—I—QE}7 (1.127)
cr c T
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so that it is conserved.

The appearance of unusual terms in the expressions of conserved quantities in the
presence of electromagnetic field should already be familiar from the expressions of mo-
menta in uniform electric and magnetic fields, Egs. (1.45) and (1.74). In addition to the
generators of the symmetry one must include the generator of the gauge transformation
which is needed to keep the formulation in the ”same” gauge. One can see this explicitly
by considering infinitesimal rotation r — r’ =r 4 §¢ x r and correspondingly

A(r) = A'(r) = A(r — 6 x 1) + 5¢ x A(r) — A(r) + 6 x A(r) — [(5¢p x 1) - V] A(r)

For A(r) which corresponds to the spherically symmetric magnetic field of the magnetic
monopole the last term in this expression must be a gauge transformation, i.e. equal to
a gradient of a scalar function, V&(r). One finds

r
§) = —d0- (rx Ar) +97) .
The transformation of the wave function under rotation is therefore

1+ 206+ (rx p)] [L+ i ()] h(r)
c
In the brackets of the expression for £ one finds just the two terms which must be added
(after multiplication by e/c) to the canonical r X p in order to obtain the conserved
Eq.(1.127).

There exists another, quite different interpretation of the last term in the expression
(1.127). It is the angular momentum contained in the electromagnetic field which exists in
the space surrounding the moving particle and the fixed monopole. Using the expression
for B of the monopole and E = e(r — rg)/4m|r — ro|? for the electric field of the particle
at rg one indeed finds

2 ~ A
egro 3 r#(tcosf — )
L= | @rex (ExB)=—"2[d 1.128
/ e ) 47 / " r3(r2 + 13 — 2771 cosf)3/2 ( )

where 6 is the angle between r and rg. Straightforward evaluation of the integral gives
—egro/|ro| , which for eg = hc/2 gives the last term in (1.127). The physical picture
behind this interpretation of the additional term in L is obscure to the present author.

1.12 Non Abelian Gauge Fields

In Section 1.3.3 we discussed how the existence of the electromagnetic field could be
predicted by demanding that a global symmetry of the free Schrodinger equation becomes
local, i.e. by ”gauging” this symmetry. We give now an example of what happens when a
more complicated non abelian symmetry is gauged leading to a concept of a non abelian
gauge field, Ref. [17]. Let us assume that particles in our theory in addition to spin carry
another discrete intrinsic dynamical variable 7 which we will tentatively call pseudospin
and which may take two values, 7 = 1,2. In analogy with the spin variables the wave
functions will now carry an additional index 7 so that | ., |? integrated and summed over
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all other variables ( r, spin, etc.) gives the probability to measure this particular value of
7. We also have to introduce operators which act on the variables 7 and in terms of which
we shall represent all observable quantities involving this variable. These operators must
be hermitian 2 x 2 matrices. One can write any such operator O,z as a linear combination
of a unit and Pauli matrices with real coefficients

3
O = Ogdap+ > 07, (1.129)

a=1

w_ (01 @_(0 =i\ @_[1 0
g (1 o)’T <z 0)” (0—1 ’

since the Pauli matrices together with a unit matrix represent a complete set for expanding
any 2 X 2 matrix cf., Density Matrix chapter in the notes of this course.
Now let us consider a free Schréodinger equation
0 h?
ih—1,(r,t) = ——— V2, (1t

for a particle with the pseudospin. This equation is obviously invariant under a linear
transformation ¢ I = 3", S;71p with an arbitrary matrix S. In order to preserve the
normalization of ¢/ the matrix S must be unitary. Its general form therefore must be an
imaginary exponential of an arbitrary 2 x 2 hermitian matrix and therefore can be written
in terms of the Pauli matrices as

S = exp <w0 +iy %T@) . (1.130)

with arbitrary real ¢ ’s. For simplicity we will limit ourselves to the transformations
with @9 = 0 which is equivalent to imposing the condition detS = 1 on the allowed
matrices S. We say that the Schrodinger equation is invariant under the global SU(2)
transformations , i.e. under the transformations which belong to the group SU(2) of all
unitary 2 x 2 matrices with unit determinant. This group is non abelian — two arbitrary
SU(2) matrices in general do not commute. Let us now employ The Gauge Principle of
Section 1.3.3 for this SU(2) symmetry and demand that our theory must be not only
globally but also locally invariant under the above SU(2) transformations. This means
that transformations with matrices S having their parameters ¢, as arbitrary functions of
r and ¢ should leave the Schrédinger equation invariant. The way to achieve the invariance
under such local gauge transformations is to introduce the gauge field potentials which
will compensate for the derivatives of S when the transformed

' (r,t) = S(r,t)(r,t) (1.131)

is inserted in the Schrédinger equation. Since the derivatives of the matrix S are ob-
viously also matrices the compensating potentials should be matrices. Since there are
four derivatives 9/0t and V = (8/90z,0/0y,0/0z) in the Schrodinger equation one must
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introduce four such matrix compensating potentials A", = 0,1,2,3,4. They can be
represented as linear combinations

B

(a)
AW (pt) = ZAEL#) (r,t)% — AW .

a=1

(1.132)

|

where we employed obvious short hand notation for the sum of products of arbitrary real

functions A (r,t) and Pauli matrices 7(%) and introduced the factor 1/2 to follow the
conventional definitions in this field. In the fixed basis of 7(%)’s to represent a matrix A"

is equivalent to giving three functions A"
In analogy with electromagnetism we introduce now gauge covariant derivatives

Jd g T
Dy = —+—=240.2
0 8t+h 27
tg T
D = V—-—=A. .- 1.1
AT (1.133)

and use them in the Schrédinger equation in place of the ordinary derivatives ,

2
ihDot(r,t) = —h—DZdJ(r,t) . (1.134)
The constant g introduced here is analogous to the electric charge e in the electromag-
netism. It determines the strength of the coupling of the particle described by this equa-
tion to the non abelian gauge fields Agﬂ). In order to achieve the invariance of the equation
under the local gauge transformations (1.131) we demand that Dyt and D have the same
transformation properties as 9 itself, i.e.

i (0 ig 0y r T ’ _ 0 ig (0) 7
Dy 'y ' = (t + =A 5 P = SDpp =S5 5% + ZA 5 ¥ (1.135)
ot ig 1T / ig T
D ¢’ = (V—hCA 2>¢ = SDvy :S(V—hCA 2>w. (1.136)

This is obviously a sufficient condition for the invariance of Eq.(1.134) and determines
the transformation properties of the gauge potentials

9S(r,t)
O (1)

T

AW (rg) - 2 = SEHAP (x) - 257 (xt) - L [
g

% S_l(r,t)} . (1.137)
We see that under a gauge transformation each matrix gauge potential is locally "rotated”
at every space—time point by the gauge transformation matrix S(r,t) and at the same time
it is shifted by an amount which depends on the corresponding derivative of S(r,t). This
expression as well as the relations above are valid for any unitary group SU(N) with the
appropriate generalization of the transformation matrix S and the Pauli matrices 7(%). For
the abelian group U(1) we will obviously recover the known Schrodinger equation and the
gauge potentials of the electromagnetic field. In general there will be d x (N2 — 1) gauge
potentials with d = 4 — the dimensionality of the space-time and (N2 —1) — the number of
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the independent generators of the group SU(N). The gauge freedom expressed by (1.137)
means that in general only (d — 1) x (N? — 1) combinations of the gauge potentials are
independent. We finally remark that among the gauge fields known in nature the unified
electromagnetic and the weak interactions (often called electroweak) are described by
U(1) x SU(2) and the strong interactions by SU(3) non abelian gauge potentials. The
intrinsic quantum numbers for these interactions (analog of what we called pseudospin)
are the standard electric charge and the so called weak isospin and the color respectively.
Since as already mentioned the gravitational field is also a gauge field we have all four
basic interactions described by the gauge fields.

Problems
1. Consider the spin part of the time reversal operator U = exp[i2 s, /A].

e Show that U = -1 when applied to the wave function of a spin 1/2 particle.

o Components ), of a spin wave function with a general spin j can be consid-
ered as far as their transformation properties are concerned as suitably chosen
components of the wave function of a system of 2j spin 1/2 particles. Use this
to prove that Uthjm, = (—1)21)jp,.

2. Find the propagator in a uniform electric and magnetic fields by evaluating the
appropriate Gaussian path integrals, cf., [5]

3. Electrons are confined to move in a plane (z,y) and are placed in a uniform magnetic
field perpendicular to the plane.

(a) Consider two different gauges choices a) A, = —By ,A, = A, = 0 and b)
A, = —%By ,Ay = %Bm , A, = 0. electron eigenfunctions calculated in Which
combinations of the guiding center coordinates do they diagonalize? How are
these two sets of eigenfunctions related? Calculate and explain the behaviour
of the current density in each of the above cases. What is the total current?
How the current will change in the case a) above if one adds a uniform electric
field along the x direction? along the y direction? What is the total current
now? In which direction does it flow? In case b) above assume that a very
thin solenoid with magnetic flux ® is added along the z axis (at z = y = 0).
What and how will it influence? Consider your answer for various values of the
® and see if there are special values of ¢.

In addition they are su a potential U = %ax?

a) How the Landau levels are changed by this potential? What is the current density
in a single state of a Landau level as compared to the case with U = 07

b) Now repeat for U = La(z? + y?).

2. Show that the operators z, and y, of the guiding center coordinates are generators
of the translations in the presence of the uniform magnetic field.
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3. Consider wave functions of Landau levels with definite values of z,. How are
they related to the similar wave functions with y,? Consider now wave functions
with definite 2 + y2. Assume that a very thin solenoid with magnetic flux ¢?

. Consider quantum mechanics in a strong magnetic field.

a.The projection on a lowest Landau level (LLL). Show that the eigenstates of xg
and yq are exactly equivalent to eigenstates of p and x in a one dimensional quantum
mechanics.

b.Derive semiclassical approximation in the limit of £ — 0.

c. Find semiclassical energy levels of two interacting electrons in 2 dimensions in a
strong magnetic field. Discuss also the case of oppositely charged particles (say an
electron - positron system or electron-hole system in a solid state).
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Chapter 2

Quantum Mechanics of
Electromagnetic Field

In this Chapter we will show how the quantum mechanical description of one or several
particles is extended to the quantization of electromagnetic field. In contrast to particles
which are described by the coordinates of their positions r,, a = 1,..., N (N- the number
of particles) the electromagnetic field is described by the configuration of the electric and
magnetic fields E(r) and B(r). In order to learn how such extended systems are treated in
quantum mechanics we shall start with a much simpler system - that of a one dimensional
string.

2.1 Simple System First - Quantum Mechanics of a
Guitar String

2.1.1 Classical string
We consider a string depicted in Fig. 2.1

64
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Figure 2.1: Configurations of a guitar string. Denoting the abscissa of the figure (the
equilibrium position of the string) by x and the ordinate (the string deviations from the
equilibrium) by ¢ the string configurations are described by a function ¢(x).

Classically its general configuration is conveniently described by a function ¢(z) which
determines the deviations ¢ of the string from the equilibrium position ¢ = 0 at every
point of the axis x. For simplicity we shall assume that the ends of the string are fixed
atx=0and z =1L

B(0)=0 . 9(L)=0 . (2.1)
In the following section we will extend our discussion to a more relevant example of a
string with periodic boundary conditions - the so called closed string.

We will assume that classically the string is described by a simple linear wave equation

D¢ (x,t 0?¢(z,t
(b(xa ) :’U2 ¢(.’L‘7 ) (22)
ot? 0x?
where v has dimensionality of velocity and is actually the phase (as well as group) velocity
of the waves

oz, t) = Asinfkr + w(k)t + o] .

These are solutions of the wave equation as can be easily verified by direct substitution.
Here A and « are arbitrary constant amplitude and phase and the dispersion relation is

w(k) = vk . (2.3)

It will be very useful to view the function ¢(x) as a collection of the coordinates describing
the ”position” of the string. To emphasize this one might think of ¢(z) as a set {¢,}
indicating that x is actually an index numbering different coordinates. To make it even
more precise the x variable can be discretized and ¢(x) reduced to N + 1 variables as
follows

¢ =¢(x=nAzx) , Ae=L/N , n=0,1,....N

)
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Formally one should at the end let N — oo, Az — 0 but in practice it is enough to
have Az much smaller than the smallest wave length A of the waves which one intends to
consider. The physical reasons behind the cutoff A may actually be the requirement that
it is much larger than the microscopic length scales related to say the distances between
the constituents of which the string is built.

2.1.2 Quantum description of the string
The wave functional

Our goal is to quantize the classical string as described above. We shall use the the
straightforward generalization of the canonical quantization procedure for system with
few degrees of freedom like one or several particles. This means that instead of having
a definite ¢(x) describing the string configuration we must assume that for each ¢(x)
there is a probability amplitude ¥[¢(x)] which contains all the (quantum) information
about the string. In particular |[¥[¢(x)]|? gives the probability density to find a particular
configuration ¢(x).

Mathematically W[¢(x)] represents a correspondence between the set of all functions
¢(z) subject to the conditions Eq. (2.1) and a set of complex numbers ¥. Such a corre-
spondence is called a functional. Examples of functionals should be familiar to the reader
already from classical mechanics where the classical action S[q(t)] is a functional of the
trajectories q(t).

The functional ¥[¢(z)] is called the wave functional. Using the approximate discretized
form ¢, of the functions ¢(x) the functional U[¢(z)] can actually be viewed as a function
of N —1 variables {¢y—pa}. The variables ¢g and ¢,—nya. are fixed to 0 to comply with
Eq. (2.1).

Classically string dynamics is described by the time dependence ¢(x,t) as governed by
the equation (2.2). Quantum mechanical time evolution should be described by the time
dependence of the wave functional U[p(x),t]. What governs this time evolution? Contin-
uing the analogy with the few degrees of freedom system this should be the Schrédinger

equation
. OU[o(2), 1
ot

with H,p, the Hamiltonian operator of the string. We will now determine this operator
following the standard route.

= Hopql[¢(x)7t] (24)

The string Hamiltonian

We will start by finding the classical Hamiltonian function of the string. For this we shall
rewrite the string equation (2.2) in the Hamiltonian form. It is useful to note that this
equation represents a set of coupled Newton equations for the string coordinates ¢,. This
can be seen by rewriting it in a discretized form

2o, 2
d:; = ALxQ (¢I+AI - 2¢z + ¢$7AI) (25)
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where we used the discretized form of the second derivative

82¢((E) N i <¢1+Ax - ¢a: . (bz - ¢a:Ax>
0x? Az Ax Az

We will rewrite the second order in time wave (Newton) equation of the string as a
pair of first order equations

O¢(x,t)
ot

=n(x,t) | aﬂ(aﬁ’t) = UQaQ(SSZ’ ) (2.6)

where (as usual) the first equation is actually the definition of the momenta. As a next
step let us introduce the following functional

Hn(2), (x)) = / C e ﬁn%x) +2 (3“;;9”))] (2.7)

Using it we can write the pair (2.6) as

d¢(x, 1) _ SHm(x,t), d(x,t)] orn(z,t) _ 0H|[n(z,t), p(, )] (2.8)
ot o (z,t) ’ ot op(,t) - .

Here the notation 6 /0w (x,t) and 6/d¢(x, t) stands for the variational derivative (see below)
with respect to m(z,t) and ¢(z,t) respectively. We now show that the above equations
are indeed equivalent to the pair (2.6) recalling in passing how the variational derivatives
are defined and calculated.

We let the functions 7(z) and ¢(z) in the functional (2.7) to have infinitesimal varia-
tions d7(x) and d¢(x). The corresponding variation 0 H due to this is

0H = Hir(x)+0n(x),¢(x) + 6o (x)] — Hlr(z), ¢(x)] =

L
/0 dx |:7T((L')57T(:L’) + 02 aq;i;’f) 85;53(0@} + higher order terms

L 2
0
/ dx {w(z)&r(z) —? ;)(Qx)égb(x)] + higher order terms
0 X
where we used integration by parts in the second term.
In analogy with the relation of the differential dF' of a function of many variables
F(q1,q2,...,qn) and its partial derivatives

N
OF
dF = adqn
n=1 n

the functional derivatives of H[m(x,t), (x,t)] are by definition the functions which mul-
tiply d7(z,t) and dé(x,t) respectively in the expression for the variation §H,

SH(m(x), ¢(x)] _ () 0H[r(2),$(z)] _  »0%¢(x)
o (z) ’ 5o (x) Ox?

(2.9)
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Inserting these relations into Eq. (2.8) we see that they indeed reproduce Eq. (2.6).

Equations (2.8) have the Hamiltonian form with H[mr(z), #(z)] as the Hamiltonian
and m(x), ¢(x) as the momenta and coordinates. It should perhaps be more clear if for
a moment we use the notation 7, and ¢, instead of 7(x) and ¢(z) treating = as a label.
The equations (2.8) in these notations are

0¢s(t) _ OH[mo(t), ¢ ()] Oma(t) _  SH[ma(t), da(t)]

o O, (1) oot 0. (t)

Basic quantum operators for the string

We shall now proceed to define the quantum mechanical operator H,,. We will do this
by first determining what are the operators corresponding to 7(z) and ¢(z) and then
replacing with them the latter in the expression (2.7) for the classical Hamiltonian.

Since in our formulation ¢(x) are the coordinates of the string the corresponding
operator ¢op(z) should be just the operator of multiplication by ¢(x), i.e. its action on
an arbitrary wave functional is

Pop(2) [ (2")] = p(2)¥[d(a")] (2.10)

To avoid confusion we use different arguments of ¢’s in the operator and in ¥. This would
perhaps be easier to understand if (again momentarily) we shall switch to the notation
¢, instead of ¢(x’). Then the functional ¥[p(z')] is just a function W({¢,}) of the set of
all ¢, variables. The action of the operator (;ASM i.e. the operator of the x — th component
the coordinates of the string is just a multiplication by ¢, with this particular x. Note
that in order to avoid the double subscript we here used ¢3 to denote the operator.

In the same way we can determine the operator corresponding to the momentum 7 (x).
In the ”simplified” notations it should be 7, = —ifid/d¢, which means that in terms of

the functional derivatives it is

mop (2)¥[¢(2")] = —ih U[o(x)] (2.11)

)
69 (x)
We note that the commutator of the basic operators is

[Qbop(x)a 7"'op(y)] = ihd(z —y) (2.12)
This can verified by acting with the commutator on an arbitrary wave functional

[Gop (), Top ()] T[p(2')] = —ih <¢(I)5;@‘I’[¢(I')} - (Sqfw)qﬁ(w)‘l/[cb(x')}) =

TP 1 NN S
o VO] = SR lo(a')] ~ o) 5 w10l

do(y)
= ihd(z — y)V[p(z")]

Substituting the operators ¢op(x) and mop () in the Hamiltonian (2.7) we obtain

Hyp — /OL . [;ﬂ'gp(x) + ? ((%?;;(I))Q] (2.13)

——in (460
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Armed with this explicit form of the Hamiltonian operator of our system we can pro-
ceed to solve the Schrodinger equation (2.4). Since the Hamiltonian is time independent
it will be sufficient to solve the stationary equation

Ho,U = BV (2.14)

Knowing all its solutions will allow to find the most general solution of (2.4).

The string Hamiltonian operator (2.7) may look formidable but is actually quite simple
because of its quadratic dependence on the coordinates and momenta. This of course is
a direct consequence of the linearity of the string equation (2.2). As is seen from the
discretized form (2.5) such equations describe coupled harmonic oscillators. The standard
way of solving such problems is to make a transformation to normal modes.

2.1.3 Reminder - normal modes of vibrations

Let us recall how the transformation to normal modes is done in the general context
represented by the set of N coupled equations

N
ml(jl:_zklnqn 7l:15"'7N (215)

n=1
with masses m; and N by N symmetric matrix of elastic constants k;, = k,;. For
simplicity we shall assume in the following that all the masses are equal m; = ... = my =

m. The Hamiltonian of this problem is the standard sum of the kinetic and potential
energies

N N
1 2
H = % ;pl + Z mkln‘]lQn (216)

l,n=1

Let us try the following solution of the equations (2.15)
q = Re(Clem), l=1,..,.N

where Re stands for real part and Cj’s are constants. This form assumes that all the
degrees of freedom vibrate with the same frequency. Inserting this into the equations
(2.15) we obtain

N
> (kin — mw?81,)Cry = 0 (2.17)
n=1

where we remind that we set for simplicity all m; = m. To have a non trivial solution
one must demand that
det(kp, — mw?8,) =0 (2.18)

which shows that w? is an eigenvalue of the matrix ki, /m which in turns means that in
general one will have N such solutions which will have w? > 0 provided k, is positive
definite.

Let us denote by w, and {C%} the set of N solutions of Eq.(2.17). The symmetry of
k;; assures orthogonality of the eigenvectors {C}}’s with different eigenvalues w,. For a
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degenerate case i.e. if some w, = w, one has a freedom to choose {C¥} and {C}} to
ensure that orthogonality holds also in this case. We also note that since the equations
(2.17) are homogeneous at least one of the components in a given vector {C¥} is arbitrary
and can be used to set normalization of {C¥}’s to unity. We thus have orthonormality

N
N o CHCE =6
n=1

The N vectors {CF} each with N components form an N x N matrix. The orthonormality
conditions (together with completeness which we do not discuss) mean that this matrix is
orthogonal (unitary for complex C},’s). Let us use it to make the transformation to new
coordinates

N
0= CrQ, (2.19)
v=1
Inserting this in Eqgs. (2.15) (with m; = m) and using Eqgs. (2.17) one obtains
N . N N .
S ImCr G, + > kmCiQu = > mCy @y + wiQu] =0 (2.20)
v=1 n=1 v=1

Due to orthogonality of C’s one finds that the equations for @, ’s are decoupled. Indeed
multiplying by C/* and summing over [ one obtains

QutwiQu=0, p=1,..,N. (2.21)

The transformation (2.19) from the original coordinates ¢; to the new @, is called the
transformation to normal modes and @), — the normal mode coordinates.

How does the Hamiltonian look in the new coordinates? To answer this we need to
add to (2.19) also the transformation to the corresponding normal modes momenta. Since
in our case p; = mgq; it is clear that p’s transform like ¢’s

N
pn=>Y CiP, (2.22)
v=1

Inserting this and (2.19) into the Hamiltonian (2.16) we obtain using the orthonormality
of C#’s and equations (2.17)

o0

1

H= ;[Pj +w2 Q7] (2.23)

where for simplicity we have set m = 1. In normal mode variables the Hamiltonian is just
a collection of independent oscillators.

2.1.4 String as a collection of decoupled oscillators

Normal modes of the guitar string

We will now use the technique described in the previous subsection to transform the
string Hamiltonian to a collection of independent oscillators. We are looking for the
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analog of the transformation (2.19) from the string coordinates ¢(z) to the normal modes
coordinates. Since x here plays the role of the index n in ¢, the analog of the matrix C¥
of the transformation should be functions of z defined on the interval 0 < x < L. We
denote the set of these functions by w,(x) and write

(Z)(CL‘) = Zuu(x)QV , uu(o) = UV(L) =0 (2'24)

where we indicated that u, (z) should vanish at the end points of the string to assure the
boundary conditions (2.1).

By comparing the string equation (2.2) and the coupled oscillators equation (2.15) we
see that the role of the coupling matrix k;; is played by —v?9?/9z? so the functions u, ()
must satisfy (cf., Eq. (2.17))

22

V92 u, (z) = wu, (x) , u,(0) =u,(L) =0 (2.25)

which has orthonormal eigenfunction solutions

v

2
Uy (x) =4/ Zsinkl,x , k= T V= 1,2,.... (2.26)

with eigenvalues
wy, = vk, (2.27)

We have fixed the coefficients in u, (x)’s so that these functions are normalized.

To conclude - the functions (2.26) represent the configurations of the string normal
modes in which all the points of the string oscillate with the same frequency w, which
depends on the wave number k of the mode, Eq. (2.27). We remind that in general the
relation w = w(k) of the frequency upon the wave vector is called the dispersion relation.
It is the most important characteristic of linear waves.

Quantum mechanics of string normal modes

Using u,, (z)’s we can transform the Hamiltonian operator (2.13) of the string to a sum of
independent oscillators. We view the operators ¢o,(z) and mop(z) as functions of x and

expand
oo D) . . 0o 9 - )
dop(x) = ,;:1 1/ 7 sin kv Q. , mop(z) = ngl 1/ 7 sin kyx P, (2.28)

Since we expand operator valued functions the coefficients Qy and P, here are operators
which we denoted by hats above to avoid double subscripts.

There are important relations which these operators must satisfy in order to preserve
the canonical commutation relations (2.12) between @op(z) and mop (). These operators
must themselves be canonical, i.e. they must obey

[Q;upu] = ih(s;u/ 5 [Quy Qu] = [P;mpy] =0 (229)

This can be verified in one of the two ways. We can insert the expansions (2.28)
in [¢op(x), Top(y)]. Using the first commutator above and the completeness relation
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Yo, u(@)u(y) = 0(xr —y) we will obtain that (2.12) is indeed satisfied. The other
two commutators simply assure that ¢op(x) and mep(x) commute at different points. The
other way is to "invert” (2.28)

2
Q,, /¢Sop \/—Slnk,,xdx , P, /ﬂ'op \/Zsinkl,mdac (2.30)

and calculate the needed commutators. Incidentally the above relations also demonstrate
how the operators Q, and P, should act on wave functionals Ulp(x)].

The commutation relations (2.29) mean that Qu and Pﬂ are respectively coordinate
and momentum operators of the normal modes of the string. As can be seen from (2.28)
classically they are coordinates and momenta representing the amplitudes and their ve-
locities of all the harmonic standing waves which the string can support.

Inserting the above expansions in (2.13) and using the orthonormality property of the
set (2.26) we obtain

Hop = (P} +wiQ?) (2.31)

N =
[M]8

v=1

The Hamiltonian operator is reduced to a sum of terms each representing simple Harmonic
oscillator with unit mass and frequency w,,. It is important to observe that the underlying
waves on the elastic string can only be seen in the dependence of w of the oscillators on
the corresponding wave vectors encoded in the dispersion relation (2.27).

Classically the simple form (2.31) of the Hamiltonian in terms of the normal modes’
dynamical variables suggests to switch the string description from ¢(z,t), 7(x,t) to the
set {Q.(t), P,(t)}. Quantum mechanically we note that the relation (2.10) and the first
of (2.30) implies that the operators Ql, are simple multiplication operators

QuV[6(2)] = Q¥ [()]

Following the commutation relations (2.29) the canonically conjugate operators P, can
be taken as

~ 0
PLV((2)] = —ih - Vlo(z)

This suggests to switch to the description in which wave functionals U[¢(x)] are viewed
as functions of (formally infinite number of) the variables @,

V[g(r)] = ¥({Qu})

We now note that the terms in the sum representing Hop, Eq. (2.31) commute between
themselves on account of the last pair of commutators in Eq. (2.29). This means that
the eigenfunctions of H,, are products of the eigenfunctions of all individual terms in the
sum and the corresponding eigenvalues are sums of individual eigenvalues.

oo 1 oo
E{Nl,} = ZMV(NV + 5) = Eground state T ZthNV s Nl/ = 07 1727
v=1 v=1

(2.32)

o

hw,
Eground state = Z {N } {Qu H wNL, ﬂVQl/) 5 ﬁu = Wu/h

v=1
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The eigenfunctions ¥ are the well known harmonic oscillator eigenfunctions

/wN(y) = \/ﬁ (%)1/4 €_y2/2HN(y) (233)

where Hy(y) denotes N-th order Hermite polynomial. In Fig. 2.2 graphs of several of
these functions are shown.

i
|I,:.|-|

ol

W iz

i)

Figure 2.2: Energy levels and corresponding wave functions of harmonic oscillator. The
energy levels are ”equidistant”, separated by equal energy intervals

The energies (2.32) exhibit the most important result of our discussion of string quan-
tization - that it can be viewed as a collection of independent quanta with energies
hw, = hvk,. This is a consequence of two general features - string is a linear dynamical
system and therefore a collection of normal modes oscillators while the quantum energy
levels of oscillators are ”equidistant”, i.e. separated by equal energy intervals Aw.

In the next Section we will consider a closed string which can support not only normal
modes in a form of standing waves like the present fixed end string but also traveling
waves. We will show that the corresponding energy quanta of such modes carry mechanical
momentum and could therefore be considered as particles.

String ground state. The Casimir effect

The ground state energy in (2.32) is formally a sum of infinitely many ”zero point motion”
terms. This is an "ultraviolet” infinity related to the formal possibility to have waves with
k, — oo, i.e. vanishingly small wavelengths A, = 27 /k,. In practice of course the simple
description given by Eq. (2.2) ceases to be valid at atomic scales and should be replaced
by a more elaborate model. As a (much more practical) alternative one could introduce
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a cutoff keyiopy for "allowed” normal modes in the model and limit the validity of the
model (2.2) to scales > Acutoff = 27/ kcutoft-

Denoting by v, the largest integer v corresponding to the kcyiors = mv./L the ground
state wavefunction is a product of v, Gaussians

\Ilground state({QU}) = H 7/10(51/@1/) =
v=1
Ve / Ve
~T1()" o (- S aton)
v=1 v=1

which express the ”zero point” fluctuations of the quantum string which is not at rest
even in its lowest energy state.

As we will see in the forthcoming sections the ground state of the EM field is expected
to exhibit similar zero point fluctuations of the fields in its ground state which is the
vacuum of the theory. Is it possible to observe these vacuum fluctuations? In a 1948
famous paper Ref. [1] Casimir proposed a way to do this using what has become known
as a Casimir effect. We will now explain its principle idea in the simple example of the
guitar string ground state.

Let us consider what will happen with the quantum guitar string if we ”fret” it, i.e.
press with an imaginary finger hard at some position = d so that the string will not
vibrate at this point, Fig.2.3. Obviously this changes the normal modes of the string by
excluding the modes which do not vanish at * = d. This means that the ground state
energy density will change. In fact the new normal modes will consist of two families with
w!, = vk, = vrv/d and W) = vrv/(L — d). The corresponding ground state energy will

14
correspondingly consist of two parts

(2.34)

Ve

Ey(d) =Y F”’T” [; + Lid] (2.35)

v=1

It is clear that for d = L/2 both parts are equal while for d < L/2 (d > L/2) the first
term, i.e. the energy of the narrower (wider) part is smaller (larger) than the second term.

The finite cutoff frequency ~ v, in the above expression "regularizes” the (ultraviolet)
divergence of the sum ) v. To eliminate v, from the final result one must "renormal-
ize” it which can be done, cf., Ref.[2], by calculating Ey(d) relative to the symmetric
configuration at d = L/2 with the result!

AB(d) = Eold) - a2/ = -T2 (54 25 - 1)

IThe common way of calculating is to use a ”soft” cutoff, i.e. to replace e.g. Sove vby Y00, ve v/ve,
calculate the last sum for v. — oo using

o0 oo
1o} 0 1 1 1
ve ¥ = —— e~ W= — — = - — 4.
Z O “— Oal—e* a=0 a2 12 +
v=1 v=1

with a = 1/v,
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It is seen that AFEy(d) is symmetric with respect to d — L —d and decreases monotonically
asd— 0and d — L as

whu 1 whv 1

ABo(d)lacrsz = —5 5 ABodi-acrr2 = 57— (2.36)

The dependence on d means that the function Ey(d) can be considered as the potential

energy of the separation point of the string at = d and that there is a force

9E(d)
ad

F(d) =

acting on what causes the separation between the two parts of the string (the imaginary
fretting finger). This force ”tries to drive” the separation towards the end points of the
string. A simple physical intuition behind this force is the imbalance of the ground state
fluctuations radiation pressure on both sides of the separation point = d when d # L/2.
One must be aware however that things are more delicate as the sign of the force depends
on the type of boundary conditions assumed at = d. For details cf., Ref. [2].

The force F(d) is called the Casimir force and its appearance is a manifestation of a
Casimir effect. We will return to this effect below in the context of the vacuum fluctuations
of the quantized EM field.

Figure 2.3: Guitar string fretted at « = d and its (schematically drawn) normal modes

2.2 Quantization of Traveling Waves. Closed String

The normal modes of a string were described in the previous section are standing waves
as can be most clearly seen by considering the expansions (2.28). Classically Q,’s and P,
are functions @, (t), P, (t) each depending harmonically on time with frequency w,. Thus
each term in (2.28) is a standing wave ~ @, (t)sink,z and ~ P, (t)sink,z.
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2.2.1 Expansion in traveling waves
Periodic boundary conditions

The standing wave solution of the equations (2.25) defining the normal modes is a con-
sequence of the fixed ends boundary conditions (2.1) for the guitar string. These were
reflected in the boundary conditions u, (0) = u, (L) = 0 in the normal modes equations
Egs. (2.25). In this section we will explore a more interesting and practical situation when
the normal modes are traveling waves. This is realized if one assumes periodic boundary
conditions for a string, i.e. for every x

o(x,t) = ¢(a + L, 1) (2.37)

This effectively means that such string does not have ends, i.e. it is closed and equivalent
to a circle. Note in passing that differentiating the periodicity condition with respect to
x shows that also the derivatives d¢/dz, 0%¢/0x2, etc of ¢ are periodic. According to the
string equation (2.2) this means that so are the time derivatives.

The periodic boundary conditions for ¢(x) are translated into conditions

uy(z) =u,(x + L)

replacing the fixed ends conditions in the normal modes equation (2.25). The solutions
are now coming as an infinite set of degenerate pairs each with the same frequency

2 . 2 2y
\/Zsmk,,x, \/Zcoskl,m, ku_T , w, =vk, , v=12,.. (2.38)

This degeneracy is ”compensated” by the the values of &, being at twice larger intervals
Ak = 27 /L than in the standing wave solutions (2.26) with Ak = 7/L. In real space this
means that the normal modes of the closed string have integer number L/X, = v of the
wavelengths \, = 27/k, = L/v over the string length L rather than integer number of
half wavelengths A\, = 2L/v as it was in the fixed ends string case.

Solutions belonging to different frequencies are automatically orthogonal and we chose
them to be orthogonal also within each degenerate pair. Here is a helpful integral

L L
1
/ sink,x cos k,xdr = / 3 [sin(k, + k,)x + sin(k, — k,)z] de =
0 0

| costh ka4 costhy, —a| | =0
=—— | ——cos x ——cos(k, — kx| | =
2 Lk, + kg Yok — Ky R I
We also normalize them as in the fixed ends case.
As always with degeneracies the choice above is of course not unique. Another useful
possibility is

27w

ik, x
e kl/ - L 9

€ i
VL

again with degenerate in frequency orthogonal pairs. We will see the results of such a
choice below, cf., Eq.(2.64). In the following sections we will use the freedom in specifying
the degeneracy of normal modes in a closed string to find the traveling waves expansion.

wy, =vlk,| , v==1,£2 .. (2.39)
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Let us also note that a non vibrating constant solution wup(x) = const exists with
w = 0. This means that the string configuration in this mode is constant independent of
x and has linear time dependence ¢(x,t) = at +b. It describes a uniformly moving string
and plays an important role in the so called super string theory. It will not be of interest
to us and will not be included in our considerations.

Trying the simplest expansion

The most natural expansion using the above degenerate modes would be

o(z,t) = \/%Z Q1,0 (t) sink,x + Q2,,(t) cos kyx]
=l (2.40)

2 o0
m(z,t) = \/;Z [P, (t)sink,z + Py, (t) cos k,x
v=1

with two independent sets of amplitudes {Q1,,(t), P1,,(¢)} and {Qz2,.(t), P2, (t)} for the
two degenerate modes. Inserting this in the string equation and projecting each mode
leads to the decoupled equations

Qi +wW2Qi,=0 ; i=12; v=1,2, . (2.41)
and the corresponding Hamiltonian
> 1
H = Hz v Hz v— 3 2 v :
Z Z oo ) 2 (Pz,l/ tw QZ,V)
i=1,2v=1
The general solution

Qiv(t) = Qi (0) cosw,t + P; ,(0)/w, sinw,t

2.42
P, ,(t) = —w,Q.,(0) sinw,t + P,(0) cosw,t ( )

with arbitrary initial conditions @Q;,,(0) and P;,(0) = Q;,(0) shows however that the
expansion above will be in terms of standing or traveling waves depending on these con-
ditions.

Transforming to new normal modes variables

To obtain an expansion in traveling waves let us use the degeneracy of the two modes at
every k, and do the following transformation

1 1
Ql,u = E(Qk - Q—k) ) Pl,z/ = E(Pk - P—k) (2 43)
Qo = %1\/5(1% Py, Py = f%@k + Q)

to new variables Q4y, P1ix. Note that to simplify notations we dropped the subscript
v in the right hand side and denoted accordingly wy = v|k|. We note that the above
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transformation mixes coordinates and momenta. In the Appendix we show that this
transformation is canonical.
Substituting (2.43) in the expansion (2.40) we obtain

oz, t) = \/Ezk: [Qk(t) sin kx + Zk]({j) cos kx

1 2
w(a,t) = | 7 D [Pult)sinke — o[k Qu(t) coska] , k = % v =142, .
k

(2.44)

where we have combined together the sums over Q, Pr and Q_j, P_; modes by extending
the sums to include the negative values of k. We show in Appendix that this is the desired
expansion in traveling waves - waves with positive and negative k’s moving in opposite
directions. The hamiltonian in the new variables has the sum of independent oscillators
form

H= % > (P +wiQ}) (2.45)

k
with the sum extending over both positive and negarive k’s. The key point to note is that
compared to (2.40) this is achieved in the expansion (2.44) by making the amplitudes of
the second degenerate mode not independent but proportional to the canonical conjugate
of the amplitudes of the first mode and extending the the sum to the negative k’s.

Inverting the transformation

We remark that inverting (2.44) requires some care. The simplest is to recall that
V/2/Lsinkx and /2/L cos kx form orthonormal set for positive £ > 0 and use the ex-
pansion (2.40) together with the relations (2.43). This means that it is the following
combinations of @ and P which are simple projections

TNy
\if(pk_P_ \f/ da () sin kz
w:ﬂ(Pk Y Py = \/; /O dz ¢(x) cos kz
Qi+ Q) = \/z/OL do () cos ka

from which the expressions for each of the QQ; and P follow by a simple calculation.

(2.46)

1
— )sinkx — —m(x) cos kx]

\f W,

T ) sin kx + wid(z) cos kx]

(2.47)
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The physics of the new variables

Let us write the expressions for the terms in the expansions (2.44) as a single function.
For this purpose let us transform

1
Qr =Crcosay , Pp,=—-wpCrsinayg , Cy = —\/P,? —i—wzQ% (2.48)
Wi

This gives

Py
sinkx + — coskx = C sin(kx — «
Qu W b sin ¢ (2.49)

Py sinkx — wiQy cos kx = —wCy, cos(kx — ay,)

Since the amplitude C}, is proportional to the square root of the energy of the mode it is
a constant of the motion for the mode time oscillations. It is not difficult to show that
the phase ay(t) is just

ag(t) = wit + ag(0)

Cr = 2wy

one finds that Eq.(2.48) is essentially a canonical transformation from Py, Qr to the
action-angle variables Iy, ay for a harmonic oscillator, cf., Ref.[3], with

Indeed writing

1
= — (P2 4+wiQ?) , tana = —P/wiQ
2wk( %+ wiQr) e/ Wi Qk (2.50)

Ik:() 5 dk:wk

Iy,

Mechanical momentum of the string

Apart of the Hamiltonian an important quantity describing the physics of a string is its
mechanical momentum (please do not confuse this P with the canonical Py’s)

L 0
P= —/0 W(m,t)%qﬁ(x,t)dx (2.51)

Tt is conserved by the string equations of motion (2.2) as can be seen from the following
calculation. Defining the density of P

P(x,t) = —n(z, t)ﬁqb(x, t)

ox
e e OP,t) _ On(a,t) 96(x, 1) (. 1)
z,t) _or z,t x,t _ z,t
T T e L
0?¢(x,t) 0¢(z,t) or(x,t)
_ 2 9 ) _ I
TV T 2 Oz m(@,?) Oz

-2 [ (20 s stan)
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This is one dimensional analogue of the continuity equation which connects the time
derivative of P(z,t) and the space derivative of the density of the Hamiltonian

H(z,t) = % [ﬁ(:a,t) +0? (W)T

Integrating this and using the boundary conditions (must use periodic not fixed ends) we
obtain the conservation law

op o9 [F
—_— == t)ydr =0 2.52
5= Pt (252)
2.2.2 Quantum mechanics of the traveling waves

The basic operators. String Hamiltonian and momentum

As in the case of the fixed ends string the closed string is quantized by introducing wave
functionals W[¢(z),t] for the string coordinates and the operators ¢op(z) = ¢(z) and
Top(2) = —ihd /dé(x). The Hamiltonian operator is the same given by Eq.(2.13) since the
string equations are the same. What is different are the boundary conditions which led
to modified (degenerate) normal modes and the corresponding expansions (2.44).

Using these expansion for the operators

Gop(x) = \/EZ [sin kz Qp + ﬁ cos kzx Pk]
k

1 . R
Top(x) = 4/ 7 zk: [sin kx Py, — v|k| cos kz Qk} (2.53)
we are led to the canonical commutators for the traveling waves amplitudes

These of course follow from the basic commutators (2.12) and the expressions (2.47). The
Hamiltonian operator in terms of @y’s and Pj’s has the same form of decoupled oscillators

1 ~ ~
Hop = 5 3 [PE + w0} (2.55)
k

Quantum mechanically the string momentum P, Eq. (2.51), becomes an operator

1

Po=4 [t frun(@) S@)is + [ )| rn0)} 250

As usual with products of non commuting operators, here 7o, () and ¢op(z), one must
use a symmetrized expression.
The operator P, is the generator of translations

bop(x) = dop(r+a) , Top(z) = Top(z+ a)
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Indeed using the basic commutators (2.12) one can easily verify that

., 0 e,
[Pop, op(7)] = _Zh%¢0p($) s [Pops Top(2)] = —Zﬁ%ﬂop(ﬂj) (2.57)

as it should be for the generator of translations.
Inserting the expansions (2.53) in the momentum P,, we obtain

/

k
|k’| sink'z Pk/ dzx

Pop=—= Z/ sinkz P, — v|k| cos kz Qk} [lc cosk'z Qp —

kk’
k ) .
fZ { o +vk|k@4 = ZJ% |2+ wQi]
o

The eigenstates. Energies and momenta of traveling waves quanta

The traveling waves Hamiltonian (2.55) has the same decouple normal modes oscillators
form as the one for the standing waves (2.31) so formally its solutions have the same form
as (2.32)

E{Nk} = Eground state T Z Ty, Ny, , Np=0,1,2,....
k

(2.58)
Uinvy ({Qr}) Hka (BrQk) , Br = wi/h

with familiar harmonic oscillator eigenfunctions ¥ (8Q), Eq. (2.33). There are however
important differences.

Since wy, = v|k| the traveling waves energy quanta e = fiwy, are doubly degenerate with
respect to the sign (direction) of k. Even more profound is that these quanta also carry
momentum. Indeed comparing the expression (2.58) for the string momentum FP,, with
the Hamiltonian H,, one observes that P,, has the same eigenfunctions (not surprising)
with the eigenvalues?

Pivgy = Y hkNy (2.59)
k

Each quantum has ”mechanical” momentum py = fik. So the closed string can be consid-
ered as a collection of traveling waves ”quasi” particles with energy momentum relation

€r = hwy, = holk| = vlp| = €(p) = vlp| (2.60)

Tt is useful to pay attention that this result can be viewed (obtained by a shortcut) as a
consequence of the three fundamental relations - two basic quantum mechanical relations
- the Plank-Einstein € = hw and the de Broglie p = hk and the string dispersion relation
w = v|k|. In a similar way we will find below that the quanta of the EM field will be
particles (photons) with energy-momentum relation € = hw = hick = cp i.e. of massless
relativistic particles. The quanta of the Schrodinger field will have € = hw = h2k?/2m =
p?/2m, i.e. the energy-momentum relation of non relativistic particles.

2The presence of +hk terms in this expression helps to cancel the 1/2 ”zero point motion” term present
in the expression for the energy.
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Transformation to creation and annihilation operators

In practice it is very convenient to introduce creation and annihilation operators in the
standard way

Qr = W(ak +d£) Dy =iv/hwp/2 (az _ ak)
an = /1720 (iBy+n Q) 5 af = VIR (~iPe +wr Q) 1)
] = de , [an,aa] = 0= [a], L

Using these operators we can write the Hamiltonian

]:IT = Fy+ Z hwkdldk (2.62)
k
and its eigenstates
(ap)™
Nk} >= ]IV >=]] W'O > (2.63)
k k '

Great advantage of using G and a' operators rather than P and Q is the simplicity of the
7action” of these operators on the "number states”, i.e the states with a fixed numbers
of quasi particles in each normal mode. Schematically

an>=+vnln—1> , a'ln>=vn+1in+1>

In detailed notation

k[ {Ni} >= VNl Ne = 1> T {Nw} >

k' #£k
af{Nk} >= /Ny + 1N +1> [] HNw} >
k' #£k

One says that the operators d;i and aj create and destroy quasi particles of energy hw

and momentum hk.
It is useful to express the field operators in terms of a and af. Using (2.53) we obtain

; h ~  tkx A1 —ikx . h . R ik
)= 4 [ o] = 13 e
k k
hw ~  tkx ~T —tkx fiw ~ ~ ik
) == 2 e e ] =3 [ ]
k k

which are sums of terms which either create a quantum with momentum Ak or annihilate
one with the opposite momentum —hk.

(2.64)



Version of April 11, 2023 83

2.3 Quantization of the EM Field

The quantization of the electromagnetic field follows the same route as with the simple
string above. The classical equations of the field are the Maxwell equations. We will now
cast them into Hamilton form and identify the Hamiltonian and the canonical coordi-
nates and momenta of the field. We will then replace them by operators with canonical
commutation relations acting on the appropriate wave functionals.

2.3.1 Hamilton form of the Maxwell equations

The Maxwell equations have the familiar form3

p(r)

V- E(r,t)= —= , V-:B(r,t)=0 (2.65)
€0
_9B(r,1) 1 0E(r,t)  j(r,t)
V x E(r,t) = o V x B(r,t) = yoR—Y + ey

Here c is the light velocity and ¢y is a constant ¢y = 8.85 - 1072Fm =" called vacuum
permittivity which is related to our choice of the SI measurement unit system.

The Maxwell equations describe the EM field configuration for a given distribution
of the electric current j(r,¢) and density p(r,t) of electric charges. Assuming that we
are dealing with a system of N charges and denoting by r,(t) , v4(t),a = 1,..., N their
positions and velocities we have

N N
o) = 3 udlr — o), (.8 = 3 quvad(r — ra(1)) (2.66)
a=1 a=1

These expressions must be supplemented by the mechanical equations of motion for the
charges as they move in the given E(r, t) and B(r,t). These equations are just the Newton
equations for the charges
dv dr

madita = quE(re,t) +qo (Va X B(ra,t)) , v = 7; )
The coupled equations (2.65), (2.66) and (2.67) provide the complete system which deter-
mines how the positions of the charges and their motion determine the EM field and how
this field determines the motion of the charges. Our first goal will be to cast this system
in the Hamiltonian form thereby determining its canonical variables and the Hamiltonian.

a=,..,N (267)

Vector potential. The Ay = 0 gauge

We start by noting that the first pair of Maxwell equations (2.65) does not involve time
derivatives. They are in a sense constraints on the possible functional dependence of E(r)
and B(r). Both constraints are easy to resolve. The condition V-B = 0 means that there
are no magnetic charges in nature and that B can be represented as a curl of an arbitrary
vector function

B=VxA (2.68)

3In this Chapter we use the SI system of units.



Version of April 11, 2023 84

which is conventionally called the vector potential. In the Chapter where we considered
the motion in an external EM field we have seen that the quantum mechanical formulation
was impossible without an explicit use of this function. Also presently we will find that
the quantization of EM field can not avoid using A.

The second pair of the Maxwell equations consists of dynamical equations. Inserting
Eq. (2.68) in the first of these equations we obtain

0A 0A
E+—)=0 E=—-VA 2.69
V x (E+ (915) = ot VA, ( )
Here Ag is (in non relativistic parlance) the "scalar potential” which together with A
completely determine the fields E and B. The potentials A and Ay are not uniquely
defined. We can choose instead different function Aj(r,t) and A'(r,t) related to Ag and
A by the gauge transformation
/ Ix /
AOZAO*E , A'=A+Vyx (2.70)
with arbitrary function x(r,t). We shall use this freedom and take Ag to be identically
equal to zero and write

oA
S =-F (2.71)

This choice is called ”working in the Ay = 0 gauge”. Importantly this choice does not
exhaust the full gauge freedom. We can still add to A a gradient of a time independent
function x(r) without changing our Ay = 0 assumption.

Inserting (2.68) in the last of the Maxwell equations (2.65) we obtain

JE J
— = A - = 2.72
5 = © V x V x o (2.72)
Using (2.71) this equation becomes
0?A B J
at2 = —C V X V X A + % (273)

Regarding the 2nd time derivative on the left as acceleration of A(r,t) one can view the
above equations as coupled Newton equations for the degrees of freedom A(r). In this view
at every point in space there are three such degrees of freedom (field coordinates) which
can symbolically be represented as A; r. The 3 dimensional vector index is 4 =1, ..., 3 and
r is running over all points in the 3 dimensional space in a way similar to z running over
points of the z axis in the example of a string. The coupling between different A; y is via
complicated combination of second order vector derivative V x Vx connecting different
vector components of A(r) in neighboring points.

The last term in (2.72) is the ”force” acting on the field coordinates on the part of
the matter. Ignoring this force for a moment (i.e. considering the EM field in an empty
space region) we can view the coordinates A(r) as representing coupled oscillators. This
is because the above equation without the last term is linear. Although complicated from
the vector analysis point of view the derivatives combination V x VX is a linear operation.
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The Hamiltonian

Continuing with the ”mechanical” interpretation of the EM field dynamics we notice that
the pair of the 1st order equations (2.71) and (2.72) without the last term can be regarded
together as Hamilton equations with the following field Hamiltonian

Hy = %O/df’r [E*(r) + (V x A(r))?] (2.74)
and canonical variables A;(r) as coordinates and —epE;(r) as momenta. We will verify
this in a moment but first we note that perhaps the simplest way to guess the expression
of the Hamiltonian is to notice that on account of Eq. (2.71) the first term in it has the
form of the kinetic energy. One can determine how it changes with time by forming a
scalar product of the left hand side of (2.72) with E. Multiplying the first term on the
right hand side (remember we still are ignoring the current term) with the equal quantity
—OA /Ot we can integrate both sides over r. After simple manipulations® one can show
that the change in time of the kinetic energy is equal to minus the change in time of the
second term in H; which has the meaning of the potential energy. This of course verifies
that Hy is conserved, dH/dt = 0.
Returning to the Hamiltonian (2.74) we form its first variation

oHy = /dsr [c0E - 0E + eoc?(V x A) - (V x 6A)]

/d3 [EQE -0E + EQCQEijkajAkei[mal(SAm]

/d37“ [€0E -0E — 6062(5Am€ilm6ijkalaj14k}
= /dg’r [0E - 6E + €gc®0A -V x V x A)]

where we performed integration by parts in the second term. From this it follows that

OHy OHy
m— E s 5A—€OCVXVXA (275)

showing that the Hamilton equations with this Hamiltonian and canonical variables A(r)
and —egE(r)

9A _ oHy _ _E O(—«oE) _ _0H; _ —6*V x V x A (2.76)
ot  0(—¢kE) ’ ot SA '
4Here are the details
/d37’ E. % = —CQ/dST‘aa% VXVxA = —62/dSTatAinkajEklmalAm =
= (integrate by parts) = ? /dgreijkajGtAinlmalAm = —02/d3r (V X %) -(VxA).

d 1 2 d
Rewrite as — — /d3r E2=-2°2 /d3r(V x A)?
dt 2 2 dt
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indeed coincide with Eqgs. (2.71) and (2.72) without the current term.

Let us now show how to account for the current term and the dynamical Newton
equations (2.67) for the charges. Here we are guided by our knowledge of the Hamiltonian
of charges moving a given EM field (cf. chapter Motion in External EM Field). We simply
add it to Hy above and obtain

H= %O/d?’r [E(r) + (V x A@)?] + ) ! GaA(r,)])? (2.77)

2m
a=1 a

Using exactly the same calculation as in the chapter Motion in External EM Field we can
show that the Hamilton equations

dr, OH dp, OH

e =_—_— 2.
dt  9p, = dt Or, (2.78)

are equivalent to the Newton equations (2.67). Let us now consider the first variation of
the last term in (2.77) with respect to A(r). We obtain

N
=Y by~ auA(r)] - GA(r) jl— A(ra)] - / Era(r — ra)5A(r)
a N a=
= - / &ry ﬂqT [P, — GaA(ra)] 3(r — o) - SA(r) = — / d*r j(r) - 6A(r)
a=1 a

where j(r) is the current as defined in Eq. (2.67) with

a = T - aA a
Va = =[P~ GaAlra)]
With this result the second equation of (2.76) with Hy replaced by the full H (2.77) now

reads 5 E SH

%:—E:_GOCQVXVXA‘F‘i (279)
reproducing the full equation (2.72). We also note that since the second term in the full
does not depend on E the first equation in (2.76) remains unchanged when H is replaced

in it by H.

2.3.2 Canonical quantization

Having established the canonical structure of the theory we can now quantize it. Attentive
reader should have noticed that we have not yet accounted for the first equation in the
set (2.65) expressing the Gauss law. We also seem to be missing from the Hamiltonian
(2.77) the regular Coulomb interaction energy between the charges {q,}. We will address
these issues shortly but meanwhile let us proceed with the quantization.

Moving from classical to quantum description we recognise that the coordinate set of
our system consists of the vector potential A(r) (i.e. 3 vector components in each point of
the position space, i.e. 3 x oo® variables ) and 3N vectors {r,} of the particles’ positions.
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Accordingly we introduce the wave functional of the field A(r) which also depends (is a
function of) the N particles’ positions and the

U =U[A(r),ry,...,TN, 1] (2.80)

This should be viewed as a correspondence between all field configurations and set of N
particles’ positions {r,} and (in general) complex probability amplitudes which in general
change with time.

The physical operators are constructed from the corresponding classical quantities by
the canonical substitution

th 0
A A, = A , E E, = — 2.81
() = Aplr) = A() . Blx) > Boylr) = s (281)
r, - 'y = I, , P, — D,=—thV,

where we accounted for the fact that it is the combination —eyE(r) which is canonical to
A(r) not just E(r). Using the equality
0A;(r)

= (5@‘(5(1‘ - I'/).

it follows that the field operators obey the commutation relations

[Ei(r),/ij(r'ﬂ — gaiﬂs(r_ r) Ai(r),Aj(r')} — [E}(r),Ej(r’)} =0 (2.82)

The time dependence of the wave functional/function U[A(r),ry,...,ry, ] is governed

by the Schrédinger equation

LO0U(t)
ih— = = H,, ¥ (t) (2.83)

in which the Hamiltonian operator H,, is obtained by replacing in the classical expression
(2.77) the fields A(r) , E(r) and the particle variables {r,}, {p,} by the corresponding
operators (2.81),

[~ihVa — quAop(ta)]” . (2.84)

. N
Hop = [ 0 (B2, 0+ (7 5 Ale)] + 3

2m
a=1 a

The above Hamiltonian does not depend on time as we are dealing with a closed EM
field 4+ matter system. The energy is therefore conserved and quantum mechanically we
can reduce in the standard way the solution of the above time dependent Schrodinger
equation to solving the static equation

H,,¥ = EV (2.85)

This is a complicated equation for the coupled field-matter system. No exact solution is
possible. We will discuss approximate solutions below. But before that we have to clarify
several formal but very important issues which will allow us to somewhat simplify the
problem.
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2.3.3 Gauge invariance
The Gauss law

We will now show that the Hamiltonian formulation presented above neatly accounts for
both the Gauss law and the Coulomb interaction between the charges. The key to this is
to observe that the Hamiltonian is invariant under the gauge transformation

A(r,t) = A(r,t) + Vx(r) ,  E(r,t) - E(r,t) (2.86)
Po(t) = Po(t) + ¢aVX(ra(t)) ,  ra(t) = ra(t)

with an arbitrary time independent function x(r). This is the residual gauge transforma-
tion we have briefly mentioned after Eq.(2.72).

The symmetry of H under (2.86) is the result of the way the vector potential A(r)
enters it, i.e. only via the combinations V x A and [p, — ¢, A(r,)]. It is a local symmetry
meaning that it is characterised by parameters x(r) which depend on r. Schematically
there are oo® parameters corresponding to the ”number” of points in the 3D space of
vectors r. As we will show below the generators of this symmetry are

Jop(r) = —€oV - Eop(r) + pop(r) (2.87)

Their dependence on r means that there are oo® generators corresponding to co® param-
eters x(r) in (2.86).

Classically expressions corresponding to the generators of symmetries of the Hamilto-
nian are conserved by the Hamilton equations. Momentum and angular momentum are of
course the classic examples of such conservations. Accordingly let us show that equations
(2.71), (2.72) and (2.67) conserve the above expression for the generator gop(r,¢) when
it is taken as classical and when E and p in it are allowed to evolve according to these
equations. We have
%[—60V~E(r)+p(r)] :—eov-%—i—% =V~j+% =0 (2.88)
where we used Eq.(2.72) and the continuity equation for the charges.®

The vanishing of dg(r)/0t means that local quantities —egV - E(r) + p(r) form a
constant, time independent function of r. It is natural to denote this function by po(r)

—eV - E(r) 4 p(r) = po(r)

and interpret it as a density of fixed static electric charges. We notice that these charges
appear in addition to the dynamical charges g, described by the equations (2.67). Under
normal circumstances there are no such extra static charges. In fact there presence would
violate such symmetries as translational, rotational, Lorenz. So one should assume that
po = 0. Using this in the above relation we recover the Gauss law.

5Continuity equation is a general relation between p(r,t) and j(r,t) given by (2.66)

Op(r,t)
ot

drg _
dt

0 X N
) D aad(r —ra(t)) = D 4aVr,d(r —ra(t))
a=1 a=1

= (USing Vra‘s(r - ra) = —Vrg(r - ra) ) =—Vr 'j(I‘7 t)
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Quantum mechanics of the gauge transformation

Let us work out the quantum mechanics of the gauge transformation (2.86) . What we
want to show is that it is generated by the co® operators gop(r), Eq. (2.87), i.e. that the
following relations hold

~G6/0)  Erx(@)gop@) [ Aop(t') N /) [ rx®)gpm) _ [ Aop(T) £ VXE) ) o9
e ! e A v (2.89)
pa pa + QG X(ra)

As usual it is enough to consider the infinitesimal x(r) for which the left hand side reduces

to
—% / d>rx(r) [gop(r),< Aof)”ir/) )} = —% / d3rx(r)( —;Zpﬁa—_ﬁ) > (2.90)

Here we omitted the identity term and used
[9op (1), Aoy (r)] = [—€0V - By (r), Aoy (r')] = —ihVrd(r — 1) (2.91)

and
[90p(r), Pal = [pop(r), Po] = iRV, 0(r —14) = —ihVyd(r — 1) (2.92)

Now we do the integration by parts and use the delta function

i 3 —ihVrd(r — 1’) _ 3 o(r—1') _ Vx(r')
—5 ) Erx) ( —ihq,Vyd(r —r,) ) a /d rVx(r) ( qad(r — 1) ) a ( 4aVx(ra) >
(2.93)
obtaining exactly what is needed to get the x(r) dependent term in the right hand side
of Eq.(2.89).
Thus 0o? operators gop(r) are indeed the generators of the gauge transformation. Since
the Hamiltonian operator H,, is invariant under this transformation one must have that

H,, commutes with g, (r)
[Hop; gop(r)] =0 (2.94)

As in simpler quantum mechanical systems this means that H,, and g,,(r) have common
eigenfunctions. We write symbolically

Hop\I/ =EV¥ |, gop(r)\p = PO(I‘)‘I’ (295)

where we denoted by po(r) the eigenvalues of the co® operators g, (r). As in the classical
case the meaning of po(r) is the density of static (”background”) electric charges. They
are "background” because they are not a part of the dynamics. Just sit there as a
part of initial conditions. Their presence would violate basic symmetries (translational,
rotational, Lorenz) so the physics dictates that one must select only the eigenfunctions
which belong in the ”sector” of the system Hilbert space for which

Gop(r)¥ =0 (2.96)

In other words - the gauge invariant sector.
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Separating the longitudinal components of the fields

In the Hamiltonian formulation the electromagnetic field has 3 x co® degrees of freedom
which in our formulation are described by the coordinates A;(r) and the corresponding
momenta —egF;(r) , i = 1,2,3. Using the local gauge symmetry (2.86) one can eliminate
one third of these degrees of freedom. For this reason let us represent the functions A (r)
and E(r) as sum of the so called transverse and longitudinal components

A(r)=Ar(r)+AL(r) , E(r) =Ep(r)+ EL(r) (2.97)
where Ar, A, Er and Ej, satisfy
VAT(I'):VET<I‘):O s VXAL<I'):VXEL(I'>=O (298)

Such a representation is possible for any vector field. This can be shown (and the origin
of the names longitudinal and transverse understood) using Fourier expansions. Let us
take for example A(r) and expand

A(r) =Y ApekT (2.99)
k

For convenience in order to have discrete values of k we consider the fields in a large but
finite volume. The precise boundary conditions are not important for this discussion.

The Fourier amplitudes Ay are vectors. Their directions in principle bear no relation
to the direction of the corresponding wave vectors k. We can however represent each of
them as a sum of two vectors which are parallel and perpendicular to ”their” k

A=A +AD | owith AP xk=0, A k=0

Using this we can write the Fourier expansion as a sum
Ar) =) Ai{L)eik'r +) Ag)eik'r (2.100)
k k

Using
V- (ae®T) = ik - ae' KT | ¥ x (ac’®T) = ik x acXT

we see that the two terms in the Fourier expansion of A(r) are respectively Ay (r) and
Aqr(r) as appear in (2.97).

We note also that longitudinal components of the vector fields can be written as a
gradient of a scalar function. Therefore we can write

A(r) = Ap(r) +V¢(r) , E(r) =Er(r) - Vo(r) (2.101)

where two scalar functions £(r) and -¢(r) fully determine the longitudinal components
A (r) and E[(r) respectively. As will become clear in the next section ¢(r) is the scalar
electric potential so familiar from the Coulomb and other electrostatic problems.
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Recovering the Coulomb interaction. Resulting Hamiltonian

Inserting the above expressions for A(r) and E(r) in the Hamiltonian (2.77) we obtain

1
2my,

N
H= %O/d?’r [E7(r) + (V$)® + A(V x Ap(r))?] + ) [Po — GaAr(ra)]” (2.102)

a=1

We have transformed p, to p, + ¢.V&(rs). The mixed term containing Er - V¢ does not
appear since it vanishes as can be seen after integrating it by parts

/d3rET-V¢:—/d3r(V-ET)¢ =0

As a last step in transforming H we note that the Gauss law allows to express ¢(r) in
terms of p(r)

R R e BT CO AT

We see that in this formulation the familiar scalar potential appears in the longitudinal
component of the electric field Er,(r) and is completely determined by the density of the
charge. This allows to express the term in H containing (V¢)? as

€o 3 2 €o 3 2 1 3 1 / 3, 3 PT)p(r')

— | d =——[d == [d =— | &’rd>r'————=

2 / T(v¢) 2 r¢v ¢ 2 / T(b(r)p(r) 87T€0 r r |r _ r/‘
This is just the Coulomb interaction between the charges in p(r) and can be written using
the expression for p(r) given in (2.67) as

a_rb|

N N
€ 1 o
- dBT(V¢)2 = Z ot + Z 6gelf interaction (2104)
2 8Teg prs v P

where € ¢ interaction ar€¢ constants which express the Coulomb self-energy of each particle.

They diverge for point particles. We will not deal with this in details but assuming that
particles have small but finite sizes (cutoffs) we will simply disregard this constant term.
To conclude, the Hamiltonian has the form

N
1
H=H.+) 5 — [Pa— 1A 7 (r)] + Voou (2.105)
a=1 a

where we defined the radiation and the Coulomb interaction parts of the Hamiltonian

H. = %O/d?’r [E7.(r) + *(V x Az(r))?] (2.106)
N
1 a
VCoul = datt
8eo |re — 1]

a#b
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It is often convenient to write this Hamiltonian as a sum of three parts
H = H, + Hpatter + Uradiation—matter interaction (2107)
where H, is given by (3.25) and

N2
p
Hpatter = Z 2 -+ Veoul (2108)
a=1 Ma
a 4q
Uradiation—matter interaction = — mipa : AT(I'a) + (2.109)
a=1 @

N o 2
Z e
+ 2ma AT (ra) : AT(ra)
a=1

Note that when switching to operators there will be no operator ordering ambiguity in
the term p, - Ar(r,) since the difference, i.e. the commutator

ﬁ)a . AT(ra) — AT(ra) . f)a = —ihva . AT(I‘a) = 0

An aside - separating transverse and longitudinal Maxwell equations

Let us now examine how the Hamilton (Maxwell) equations (2.71) and (2.72) look in
terms of the transverse fields Ar(r), Ex(r). One can see that each equation separates
into two relating separately the transverse and longitudinal components

OAT OAL
- _E =—-E 2.110
ot T ot o ( )
8ET 2 jT 6EL jL
at ¢ x x T €0 ’ 816 €0

The last equation is equivalent to the continuity equation for the current

Op(r,t)  V-jy(r,t)  V-j(r,i) (2.111)
ot €0 €0 .

as can be see by taking divergence of both parts and using the Gauss law for V - Ej.
The equation A /0t = —Er, shows how the longitudinal component of A which does
not enter the Hamiltonian (i.e. is the ”cyclic” coordinate) develops in time for a given
E; which in turn is determined by the Gauss law via the charge density. One can see
this as analogous to say the motion of the angular coordinates in a spherically symmetric
problem as determined by the (conserved) angular momentum.

2.4 Photons

2.4.1 Field oscillators

In the present and following sections we will disregard the radiation-matter interaction
and will concentrate of the radiation part described by H,. Since this Hamiltonian is
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quadratic we will continue as in the case of a string. We will impose periodic boundary
conditions and will expand Er(r) and Ar(r) in terms of traveling waves. As we will
see H, will become a sum of decoupled oscillators so the traveling waves are the normal
modes of the radiation.

Expansion in traveling waves

Following the string example, cf., Eq.(2.44) and the footnote® below we expand the field
canonical coordinates and momenta A(r) and —eoE(r), cf. Eq.(2.76) in a large volume

Q

1 . 1
Ar) = e zk: (qk sin(k - r) + Pk cos(k - r)) (2.112)
E(r) = - 1 Z (py sin(k - r) — ck qy cos(k - r))

Ve 4

with vector expansion coefficients qp and py.. To make the above expansions more sym-
metric with respects to the appearance of ¢y we changed our canonical variables to

A(r) = Ar)/vea , —eE(r) — — /e E(r)

The periodic boundary conditions lead to discrete values of the wave vectors

2
k-{(nmny,nﬁ)m%} , ny=0,£1,+2 .., (2.113)

where we assumed the volume to be a cube, i.e. have the same length, width and height
each equal to Q/3.

The more conventional form of the expansion Eq. (2.112( found in the literature (cf.,
cf. Landau and Lifshitz, Classical Field Theory, Sec.52 or Ref.[7] ) is written in terms of
canonically transformed variables

1
qx — —;kpk ; Pk — Wkl (2.114)
which for the transverse components of the fields results in
1 1
Ar(r) = o % <Qk cos(k-r) — w—kPk sin(k - r)) (2.115)
1
Er(r) = — N Zk: (Py cos(k - 1) + wp Qy sin(k - r))

SFor easy comparison we reproduce this expansion here

$(z,t) = \/% 3 [Qk(t) sinkz + Z’“‘;) cos k:c}
k

1 2
w(x,t) =4/ I Z [Pr(t) sin kx — v|k|Qp(t) coskz] , k= % , v==41,42, ..
k
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The transversality of Ap(r) and E7(r) means that the vectors Q) and P are always
orthogonal to the corresponding k,

k- Q=0 , k-P=0.

It is convenient to use a pair of fixed unit polarization vectors Ay, a = 1,2 with

)‘kl'Ak2:O , /\ka-k:O , a=1,2 (2.116)
SO we can write
Q= D QkMka » Pk= Y Proaka (2.117)
a=1,2 a=1,2

We now insert expansions (2.115) and (2.117) into the Maxwell equations for the
transverse component, i.e. into the 1st and 3rd equation of the set (2.110) in the absence
of the current (recall we are discussing pure radiation). We obtain in the straightforward
manner separate linear equations for Q. and P

Qka =Py, Pka = —wﬁQka with wy, = ck (2.118)

One clearly sees that these are Hamilton equations of harmonic oscillators labeled by ka
each with the Hamiltonian

1
Hy, =5 (Pf(a + wiQf{a) (2.119)

and @y, and P being the generalized coordinates and momenta. One could also obtain
this by inserting expansions (2.115) and (2.117) into H, to find

H =Y Hy, = %Z (Pﬁa + wiQf(a) with wg = ck (2.120)
Ko

o

It is seen that indeed we represent H, as a sum of decoupled oscillators with frequencies
given by the well know dispersion relation of the EM waves. There are two oscillators
with different polarizations for each k. Since wy depends on the magnitude of k all the
oscillators with |k| = k have the same frequency.

Field wave functions and eigenstates. Photons appear

We now turn to the quantum mechanics of the radiation. It is the easiest to do this in the
decoupled eigenmodes of the field as encoded in the Hamiltonian (2.120). Instead of clas-
sical time dependent variables Q) (t) and Py (t) we consider wave function ¥({Q),}.t)
which contains all the quantum information. This is "extracted” by using operators for
every physical quantity which are build of two sets of basic operators of the ”coordinate”
and "momentum”.

P
OQx,,
[Pior Pi' o] = [Qkar Qo] =0+ [Qo: P o] = ih0yy G0

Qxo — Qku=Qxa ; Puo — By, =-ih (2.121)
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All in the usual way as in quantum mechanics of mechanical systems.
The time dependence of W({Qy },t) is governed by the Schrédinger equation

S OV({(Qi, ) 1)

kol Y — Y ({ QY (2.122)

with the Hamiltonian operator H, obtained from Eq. (2.120) by replacing in it the coor-
dinates and momenta with the corresponding operators

i, - % 3 (Pﬁa + wi@ia) (2.123)

(6%

The most important solutions of the Schrodinger equation are the stationary states which
are the eigenstates of H,

HY({Qg,}) = EY({Q,}) (2.124)

Since H, is a sum of independent terms each representing an oscillator the eigenvalues of
H, are sums of eigenenergies of independent oscillators

1
5{Nka} = Z Ty <Nka + 2> =&+ Z hwi Ny,
ka ka

(2.125)
hw
E0=) 5 + N, =0.1,23..
ko
The corresponding eigenfunctions are products
Vw1 ({Qka}) = lk_[%\’ka(Qka) . Ny, =0,1,2,3,.. (2.126)

where 9 Ny (Qk,,) are the standard eigenfunctions of a harmonic oscillator, cf., Eq.(2.33),
with unit mass and frequency wy = ck.

As in our discussion of the string quantization (and actually in the quantization of
any linear dynamical system) we find that the EM field can be viewed as a collection of
energy quanta

eka = hwk

in its normal modes. In the following sections we will show that these quanta have all
the characteristics of particles. They carry momentum, angular momentum and spin and
have energy-momentum relation of massless particles moving with the speed of light, cf.,
Eq.(2.141). These quantum particles are photons.

Focusing on the details we note that the EM modes are 3D vector waves. In our
developments we have chosen them as plane waves with wave vectors k and polarisations
Ak, But let us note that the eigenfrequencies of these modes wy = ck and as a result
the energies €, of the quanta depend only on the magnitude of k, i.e. on the wavelength
and not on the direction of the vector k and the polarisation of the modes.

As with the ordinary matter particles with e.g. € = h%k? /2m this means that there
is a continuum degeneracy of the modes and therefore of the quantum mechanical states
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of the (free) photons. This degeneracy results in a freedom to change the basis states
with a given energy ¢ from the vector plane wave (like we did above) to e.g. spherical
(vector spherical!) or cylindrical (vector cylindrical!) etc waves. The quantum numbers
ko will then be replaced by appropriately changed ones like k,1,m replacing k., ky, k. in
the scalar waves. A recent reference to the vector spherical waves is e.g. Ref.[4].

The wave function of the vacuum. The Casimir effect

The ground state of the EM field is the vacuum of the theory in the absence of matter
and other quantum fields. Its wave function is the product of Gaussians familiar from our
discussion of the guitar string, Eq. (2.34),

Vv =0y ({Qxab) = [Tvo@k) =11 (%)1/4 exp [ = wiQf /2h (2.127)
ka ka

(e}

It provides perhaps the simplest example of quantum vacuum fluctuations of field degrees
of freedom in a quantum field theory.

Can one observe these fluctuations? In a ground breaking paper, Ref.[1], Casimir
addressed this issue. He suggested that such fluctuations induce ”attraction between two
perfectly conducting plates”. On such plates the parallel to the plates components of the
electric field must vanish so that the field normal modes for which this doesn’t happen
will be excluded from the field degrees of freedom and consequently from the vacuum
fluctuations. This is schematically illustrated in Fig.2.4. The density of the normal
modes frequencies between the plates will be smaller than in the free space outside.

We have considered a one dimensional version of this effect in the context of the
quantum guitar string, Sec.2.1.4. We have shown there that it leads to an attractive force
between the (analogue of) the plates with the more narrow spacing than that of the other
part of the string. The same happens in the realistic 3D case with quantized EM field.
Casimir calculations predicted that an attractive force per unit area (pressure) at plate
separation a is given by

B hr’c

- 240at
Note that the inverse quartic dependence on the distance is most unusual in physics. It
is also worth mentioning that for certain special combinations of the plates materials, the
Casimir force can be repulsive. The results obtained by Casimir were later extended to
various geometries of the plates and his predictions were confirmed experimentally, cf.,
Ref.[6].
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Figure 2.4: Schematic depiction of the normal modes of the field vibrations in the presence
of two plates which enforce vanishing of the field at the plates positions (Fig.1 from
Ref.[5]). This leads to the difference in the frequency densities of the field normal modes
between the plates as compared to the outside free space. This difference depends on the
distance between the plates and leads to the Casimir effect of plate attraction

Photon creation and annihilation operators. Field operators

In practice it is convenient to introduce creation and annihilation operators of photons in
the standard way

Qko = VIi/ 20 (d{{a + &ka) , P, =ivhw/2 (a{(a — aka)
o, = V)20 (1P, +on Qye,) o afe = V1/2hop (—iBg, +wr Q) (2128)
[dka’ a{(/a/] = 6kk/5ao‘/ R [dka, &k/a'] =0= [ALQ, ak,o/

Using these operators we can write the Hamiltonian

H.=Ey+ Y hwk&La&ka (2.129)
ko
and its eigenstates
(af,) ke
(Mo} >= [T 1M >= T] 355210 > (2.130)
ka ko ( ka')

Great advantage of using @ and a' operators rather than Pand Q in dealing with photons
is the simplicity of the ”action” of these operators on the "number states”, i.e the states
with a fixed photon numbers in each normal mode. Schematically

an>=van—-1> , alln>=vn+ijn+1>
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In ”full glory”

&ka|{Nka} >= \/ Nka‘Nka —1> H HNk’o/} >

k/;ék,o/;éa
af [N} >= /N, + 1N, +1> [ e} >
k/;ék,o/;éoz

One says that the operators &I{a and ay . create and destroy(annihilate) photons.

It is useful to express the operators of the fields (2.115) as well as B(r) in terms of
the creation and annihilation operators

A h Yz - ik- ~t —ik-
Ar(r) = Z (26()ka> [aka)\kae r, aka)\kae r_
k

(0%

5 1/2 N
_ ikr s At
- %: <260ka> Ao o a_ka)

1/2
D) _ Ty, / DY ikr At A —ikr
T(r) ZZ 2609 ko Mka aka ka®
ko

(2.131)

1/2
B =Y i (— e (¢ Mg, Je™®T —al (1 x Ay, Je 7]
26()ka ka ka ka ka

Once the longitudinal components of the fields Ay,(r) and E,,(r) were separated the
remaining transverse parts Ap(r) and Ep(r) do not obey the canonical commutations
(2.82). Rather the delta function there gets replaced by the so called ”transverse” delta
function cf., Ref.[7], Ch.ITL.A.1.

2.4.2 Photon momentum

In this subsection we will consider the operator of the momentum of the EM field Pgeq.
Using it we will be able to show that photons are not just ”portions” of energy of the EM
field but that they also carry a ”corresponding” portion of its momentum. Moreover the
relation between the energies and momenta of these portions are as of massless particles
traveling with the speed of light.

Generators of translations in the matter-field system

Quantum mechanically it is probably the easiest to guess the expression of the momentum
by recalling that it is the generator of infinitesimal translations. For the interacting system
of particles (matter) and EM field described by the Hamiltonian (2.84) the operation of
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infinitesimal translation is the transformation

e(i/h)aPAop(r)e(—i/h)a-P
e(z’/h)aPEop(r)e(—i/h)aP
e(i/h)a-Pf,ae(fi/h)a-P

Aop(r+a) ~ Agp(r) + (a- V)Agp(r)
E,p(r+a) = Egy(r) + (a- V)Ey(r)  (2.132)
t,+a, a=1,...,.N

Therefore the(vector) momentum operator P = {1’5z7 Py, PZ} of the system should be such
that for each of its component Py, the commutators hold

[Py, Aj(r)] = —ihdpA;(r) , [Py, E;(r)] = —ihdLE;(r) (2.133)
7 . 8T I,a .
[Pr, 74 = _ZhaTZ,a = —ihdk; (2.134)

It is actually very easy to guess what such P should be

N 3
P = Puatter + Praa = Y_Po+ 3 2 / dr { B5(r) VA (x) + hec. | (2.135)
a=1 j=1
where p, = —ihV, , a = 1,...N and the "h.c.” abbreviation stands for ”hermitian
conjugate”.

Indeed the first term f’matter has the requifed commutator with t, while commuting
with E,,(r) and A,,(r) and the second term Pgelq commutes with #, and satisfies

3
Praar A1) = 23 / a7 {[Ba () An(r'), Ay ()] + ..} =
3 .
= —«)y. / a3 '”i"ja(r' — 1)), A (r') = —ihd) A;(r)

3
[Prera,n, Ej(r)] = %O Z/d3r' {[EAn(r’)a,’CAn(r’),EAj(r)] + } =

n=1

3 .
- / 0 ()0, — 2203 557 — 1)) = iy (r)
n=1

€o

where in the last line we used the integration by parts.

Let us recall the classical expression for the conserved momentum in the presence of
the EM field. On the basis of the Maxwell and Newton equations Egs.(2.65 - 2.67) one
finds that

N
P= Zmava + eo/d?’r E(r) x B(r) (2.136)
a=1
is the conserved total momentum of the field-matter system
dP
— =0 2.137
o (2.137)

cf. p. 61, in Ref.[7] or a less formal text - Ref.[8]. In Appendix2.5.3 below we show the
equivalence of the expressions (2.135) and (2.136).
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Momentum of the EM radiation

In the absence of charged particles we can use V - E =0 and replace E'j by the transversal
E‘Tj in the field part of the momentum in (2.135). The same can be done with flj in
it. Indeed the longitudinal part of AA can be written as a gradient Ay = VE. Thus it
contributes (after the replacement E; — Ep;) the term

€0 : 3 S A €0 2 3 . A
2;/d T{ETj(r)VALj(r) +h.c.} = 2;/d r{ETj(r)Vajf(r) —i—h.c.}

in Pgega. This term is however zero as can be seen by integrating by parts in the right
hand side and using 0; Er; = 0.
Thus we can write the momentum of the ”pure” radiation as

3
P, = %O/cl:‘r ; [EAT,j(r)VAT,j(r) + h.c.} (2.138)

Inserting expressions for the operators Ar(r) and Er(r) one obtains

P, =) hkal a, (2.139)
ka

where we used » . hk =0 7. As it should P, commutes with the Hamiltonian H,. Its
eigenvalues are
Py 3= kNg, . N, =0123.. (2.140)
ka
We can see that every state with N~ quanta has momentum hkN) —so that every
energy quantum with e, = fwy, carries momentum p;, = ik. Using the dispersion relation
wi, = c|k| of the (classal) light waves (EM normal modes) we find the energy-momentum

relation of light quanta
ex = c|py] (2.141)

i.e. of the massless particle moving with the light velocity.

2.4.3 Common states of light
Number states

These are just the eigenstates [{ NV }) of the H,, cf., Eq. (2.129). Although most natural
from the formal point of view they are highly nonclassical and in fact are extremely hard
to produce "on demand”®. Number states are states of well defined energy but not of the

"There is a subtle point here - this sum diverges and must be regularized by, say, assuming a cutoff at
some large k.
8E.g. M. Oxborrow and A.G. Sinclair, Contemp. Phys. 46, 173 (2005).
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states of well defined EM field. As an example consider a single mode of the electric fields,
i.e. just one term with a given k, a in the expression for Er in (2.131) and calculate

9 ; hwg V2 A iK- - —iK-
(Nie, [B(0) [ Nie,.) = i, (q}) (Nigal |1, T = e T Ny, ) =0 (2142)

and

AE = \/ (N, [B(r) - B@)|Ny,) =

heo (2.143)

hwy, 1/2 1/2 )
= Ny lagear +af g | Ni,) = INy 4+ 1)1/2
(2609) < ka'akaaka + akaako‘| ka> <2€OQ) ( ka + )

so that the everage value of E is zero while the fluctuations grow with the number of
photons.

Quantum mechanics behind the classical EM field. Coherent states of light

The correct description of the world is quantum mechanical while the classical physics
is just an approximation. So it is natural to ask what is the quantum mechanical state
behind the classical EM field? Since the quantum mechanical operators of electric and
magnetic components E(r) and A(r) of the field are non commuting there is no state in
which they both have definite values.

Under these restrictions the appropriate quantum state |¥(¢)) behind the classical EM
field must be such that the averages, i.e. the expectation values of the field operators

E(r,t) = (VOIE@|() . Alr,t) = (U()|Ar)¥(1)

will be developing in time as solutions of the classical Maxwell equation and be ” classically
large” i.e. much larger than the quantum uncertainties i.e. the standard deviations of
these fields from the averages..

It is not hard to find the state with the above properties for a free EM field. Since
such a field can be represented as a collection of independents modes it is useful to start
by considering a simple case of just a single mode with a given wave number k and
polarisation A. Concentrating on the electric field we have the operator

i A

B(r) = = [ckq}k cos(k - r) — B sin(k - ) (2.144)

The quantum mechanics of E(r) and its non non commutativity with A(r) is "encoded”
in the canonical non commuting pair of the operators Pk, Qk' Their dynamics (for a free
field) is simple - just that of harmonic oscillator, cf., Eq. (2.123).

So the task is to find a quantum state of harmonic oscillator, i.e. solutions |1 (t)) of
the Schrodinger equation

LOIY(®) _ ¢ -
th = hlY(t)) with h=

(5* + w?¢?) (2.145)

DO =
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for which the averages

q(t) = (@Olqlv @) , pt) = (@) |plY(t))

obey the classical equations of the harmonic oscillator

j=p, p=—-wq (2.146)

and have smallest possible quantum uncertainties.

Such a state was first discussed by Schriodinger already in 1926 and has a name -
coherent state. Its common formal definition is that it is an eigenstate of the annihilation
operator

. 0
dlap =ala) = (ngh+0) valo) = VERwava(o) (2,147
with eigenstates |a) labeled by the eigenvalues o and where we used the coordinate rep-
resentation of a
a=(ip+wq) /V2hw
Note that since @ is non hermitian a’s are in general complex valued?. Also note that for
a = 0 the coherent state is just a ground state of the harmonic oscillator

Yolq) = Ae /2 A = (w/mh)M/* (2.148)

The properties of the coherent state are discussed in the Appendix of this Chapter.

It is shown there that coherent state is a wave packet the dynamics of which is such that
the averages

a0 = (algla) , po = (alpla) (2.149)

move along the corresponding classical trajectories with uncertainties obeying the mini-
mum uncertainties relation
AgAp =h/2 (2.150)

It is useful to schematically present this picture in the classical phase space as is explained
in Fig. 2.5.

9There are many unfamiliar features of |a) states as a result of this. Like non orthogonality at different
a’s or over completeness. This will be partly covered in the Appendix
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Figure 2.5: Schematic representation of a coherent state and its motion as a smeared
distribution (like e.g. Wigner distribution) in a classical phase space, cf. Eq.(2.163). We
use here i = 1 units. For comparison also a number state ¢, (q) = (g|n) centered at the
phase space origin ((n|g|n) = (n|p|n) = 0) is shown schematically.

Let us briefly consider how the EM field ”looks like” in a coherent state. Consider a
single mode (2.144) written in terms of the photon and assume it is in a coherent state
|y (t)). Then

- . ey, 1z k-r —ikr
(e ()| BE(r)|ay (1) = iy ayp (t)e™ " —ag (t)e™* =
(2609) { k } (2.151)

o \ 2
= Aglag (0)] ( 60&;) sin(wpt —k -t — ¢y )

where we used the results (2.168, 2.169) from the Appendix. This expression for the
average E(r) has the form of a classical field. Its amplitude is controlled by |y (0)], cf.,
the radius of the classical trajectory in Fig. 2.5.

Calculating

(ak(t)\ﬁ](r) . E(r)\ak(t» = QR:JT% [1+ 4]ag (0)] sin®(wit — k- T — @) (2.152)

we obtain for the quantum fluctuations

AE = /(e OIB) - By (1) - (a0 Bwlag (1) = 5 (2153)

which is independent of the magnitude of the average, cf., again Fig. 2.5. So for the
electric field > than the quantum scale of the fluctuations AFE the field can be viewed as
classical.



Version of April 11, 2023 104

Thermal light

Thermal radiation is radiation in thermal equilibrium, which means (as is usual in quan-
tum statistical physics) that this radiation is described not by a wave function (or rather
wave functional) but by the density matrix. This density matrix is diagonal in the eigenen-
ergy basis

p=> w{Ne DN, H{{ Vo H (2.154)
1S

with the probabilities given by the Boltzmann factor

1 [_a{zvka})}

WM ) = oo |- L 2= Y e

z [_ef({zvka})}

T

which of course is equivalent to saying that the radiation power follows the Plank law.
Just to remind - by using
E{Nia}) = D heoeN,
ka

separating exponentials in w({ Ny }) and Z(T) into products with different ka and sum-
ming over N} for each ka in Z(T') one obtains

w{ N, }) = Hw(Nka) with w(Ny,) = (1 — e ?"“*) exp (—BhwypNy,)  (2.155)
ka

and 3 = (kpT)~!. The average energy per mode is

(ko = D (HrNye,) wWy,) = hw(N)y,, = eﬁ::uik_l

ko
and the Plank spectral energy density

A3k hwi 2k2dkdy  Smhiv®  hv
d = = - d
n %:Le4ﬂ<5>ka (2m)3 — efhwr — 1 /y€477 (2m)3 B B _ 1

with hy = hw.

Such a spectrum is an idealization of a radiation spectrum emitted by matter sources
which by themselves are in a thermal equilibrium and moreover the radiation which they
emit "has enough time” inside the matter to reach equilibrium with it. The major factors
"distorting” such spectra are layers of matter (like sun and earth atmospheres) between
the equilibrated matter-radiation system and the observer. If such layers have different
temperature and are too thin the light will "have no time” to re-equilibrate as it passes
through them. The layers will just absorb some of the passing radiation at particular wave
lengths depending on their chemical composition. This will produce the corresponding
”absorption lines” in the radiation spectrum. Hot excited atoms, molecules, etc, inside the
layers will also emit and add non equilibrated light at particular wavelengths producing
the ”emission lines”. Example of the observed solar radiation spectrum, cf., Fig.2.6
provides a good illustration of these features.
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Spectrum of Solar Radiation (Earth)
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Figure 2.6: Above - the Plank black body spectrum and its modifications in real world.
Below - discrete absorption lines on the background of the continuum solar light spectrum

2.4.4 Photon angular momentum and spin

Using the Maxwell and Newton equations (2.65), (2.67) together with the charge cur-
rent and density (2.66) one can show (cf., Ch 1A in Ref.[7]) that the conserved angular
momentum of the matter-field system is

N
J= Zra X MaVa + GO/dST'I' x [E(r) x B(r)] (2.156)

a=1

Comparing with the expression (2.136) for the matter-field momentum both terms have
intuitively clear meaning.

It is important to note that as is usual with the definition of angular momentum the
expression (2.156) refers to a specific point - the origin of the chosen coordinate system -
with respect to which J is calculated. This of course can be easily changed by replacing
r, -+ r, —ro and r — r — rg with an arbitrary vector ry in both terms of J respectively.
This change leads to a straightforward generalisation of the classical mechanics relation
for such transformations of angular momenta

J = J=J-ryxP
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Generators of rotations in the matter-field system
Consider infinitesimal rotations of the coordinate system
r—r=r+ir=r+daxr

where as usual the magnitude of the vector d« is equal the rotation angle and it is directed
along the axis of rotation (right hand rule). We want to determine how the wave functional
U[A(r),rq,...,ry] changes under this transformation.

Let us start by recalling that a scalar field change obeys the intuitive rule

o(r) = ¢'(r') = ¢(r)
saying that the values of the rotated field ¢’ at rotated points r’ are the same as non

rotated field ¢ in original points r. Using r = r’ — ér and dropping the prime in r’ on
both sides can write

§x) = o —or) ~ o(x) — b1 Vo(r) =

= o(r) = (ba xr)-Vo(r) = [1 - da - (r x V)]o(r) =

= [1- %&1 AJp(r) with 1= —ikfr x V] (2.157)
For a vector field one also has to rotate the field itself

A(r) > A'(r') = [1 + dax]A(r' — fa x )
which gives (after dropping the prime on r’)
A'(r) A(r)+6A(r) = A(r) + da x A(r) — [(da x 1) - V]A(r) =
= A(r)+da x A(r) — [da- (r x V)]A(r) (2.158)

Q

As in the scalar field case the last term corresponds to the ”orbital” rotation with 1=
—ihr x V while in the Appendix below we show that the additional second term is (not
surprisingly) a rotation of the components of the vector A with spin one matrices.

Let us now examine what happens to a wave functional W[A(r)] when its argument is
transformed as in (2.158). To simplify things we leave out the particle coordinates {r,}
aince the part of the rotation generator for them is obvious. Have

U[A(r)] — Y[A(r)+JA(r)] = V[A(r)] + /d?’r SA(r) - W =

- [1 + /d% SA(r) - M‘S(r)] V[A(r)] =

- [1 - %eo/d?’r SA(r) -Eop(r)} V[A(r)]

where we used the expression for E,,(r) as defined in (2.81). Using the explicit form of
0A from (2.158) we can write for the integral in the second term

eo/d3r OA(r) - Egp(r) = eo/dsr {da x A(r) — [ - (r x V)]A(r)} - E,p(r)

= epdo- /d3r {A X Bop — Y _[(r % V)Ai(r)]Ei}

i
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From this we can read off the generator of rotations for the field part. It can be written
as a sum of two parts - spin and orbital

Jtieta = Liicta + Sieid (2.159)

with
Ly = 60/d37“ Z Ei(r x V)A;
Sfield = 60/d3r [Eop X Aop] (2160)

where we indicated that A in this expression should be regarded as operator (although it
is diagonal, A,, = A, in the representation of ¥[A(r)].

Note that in the expressions for L fielq and S tield We were free to commute E’l compo-
nents to the left. Indeed in L field the commutator of (r x V)/L and El is proportional to
the derivative of the delta function §(r — r’)

R . ih
(r % V) Ai(r), Bi()] = =2 x V)o(r = 1)y, = 0

r=r’ €0

which vanishes at r = 1. In S fieta only different i.e. commuting components /Lv and E’j
with ¢ # j enter in their vector product.

2.4.5 Photon parity and photon statistics

The vector potential A(r) is a polar vector - it changes it sign under parity transformation
A(r) » —A(-r) (2.161)

This property of A(r) is the basis of the statement that the photon, i.e. the quanta of the
vibrations of A(r) have negative parity. We note that at this stage this is a fairly cryptic
statement which becomes clear when photon emission by matter system is studied (cf.,
later in the course).

Photons are bosons! This too is a somewhat cryptic statement at this stage. It will
become clear when dealing with the second quantitation formalism of the Schrodinger
field in relation to quantum many body systems. Here we only remark that one can have
any number of photons in the same state, i.e. in the same mode characterised by k, «
quantum numbers.

One can calculate the commutator of the operators of the electric and magnetic fields
Er(r) and B(r) = V x Ap(r) and find that they do not commute. This have all the usual
quantum mechanical consequences. In fact in tutorials and home works we/you will deal
with issues related to questions like ”what is the electric/magnetic field of a photon?”
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2.5 Appendix

2.5.1 Details of the standing to traveling waves transformation
What does the transformation Eq. (2.43) achieve

Let us start by noting that the Hamiltonian for a given k, has the same form in the new
variables
1 1
H, = 5 Z (Pi2,u + w? ?,V) = 5[(13;3 + Wi Qi) + (P2 4+ wiQ% )]
i=1,2

and due to their canonicity (cf., below) the dynamical equations for Qiy, Pyy are the
same as for Q; ,, P; ,,7 = 1,2 so their solutions have the same form as in Eq. (2.42). Now
both terms in this solution give traveling waves when inserted in the expansion (2.44).
Indeed have for the first terms in these solutions when inserted in the expansion for ¢(z)

\/Eg Qr(0) [sin kx coswt — cos kx sinwt] = \/E; Qr0) sin(kz — wt)

and for the second terms

[1 = P:(0) . . 1 Pe(0)
sz: o [sin k2 sin wt + cos kx coswt] = sz: " cos(kx — wt)

These traveling waves are "running” in the positive or negative x-direction depending on
the sign of k.

Verifying canonicity

Our transformation from the standing waves expansion (2.40) to the traveling waves (2.44)
amounted to transforming from Q; ., P;, phase space variables to Qiy, Pyi, Eq. (2.43).
Let us now check the canonicity of this transformation.

Let us recall that in a mechanical system described by a set of generalised coordinates
and momenta {q, p} the transformation to a canonically conjugate set {Q, P} must satisfy

> pidg; =Y PudQy, + dF
i k

where dF' denote a complete differential. In our case the set {q,p} is Q;., P;,, and we are
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transforming to Q+x, Pri. We obtain
1
Z P;,dQ;, = 3 (P — Pop)d(Qr — Qi) — (Qr + Q_p)d(Pr + P_y)] =

= %[Pdek + P_pdQ_k — PrdQ_j, — P_dQy —
= QrdPy — Q_dP—j, — QxdP-f — Q_dPy] =
= PudQp + P_xdQ—x — %(Plchk + P_pdQ—j + QdPy + Q_dP—g) —
— S(PQ i+ PLidQs + QudP_y + Q_xdPy) =
= PudQp + P_pdQ_y — %d(Pka + P_yQ-k — PuQ—k — P_Qy)
It is instructive also to verify the canonicity of the general transformation (2.44).

In this case the set {q,p} is {¢(z), 7 (x)}, the sum over i is integral over x and we are
transforming to Q, Pi. So we have

g Op(x,t) _
/0 dxm(x,t) 5 =

= —Z/ dz [sink'z Py (t) — v|k'| cos K’z Qp: (t)] x

kk’

X

sinkz Qp(t) + —— coskx By(t)| =
| |

1
vlk|
= 35 [Rhen - Qun ] =
k
= S AW - 1Y A
k k

which shows the canonicity of Py and Q.

2.5.2 Details of the coherent states
Useful averages. Minimum uncertainty

It easy to find an explicit solution of the equation (2.147). But before doing that it is
useful first to calculate the following averages

qo = {(a|dla) = Vh/(2w){a|(a+ a™)|a) = VA/(2w)(a+ ) = /2h/w Re «

2.162
po = (a|pla) = iv/hw/2{a|(a" |a)—z fuw /2(a —a):FIma ( )

which give

a = \/w/2h qo + i\/1/(2hw) po (2.163)
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Also have
(alila) = (h/2w)(ald® +aa* +ata + (@*)%a) =
= (h/2w){ald® +2aTa+ 1+ (a7)3|a) = (2.164)
= (h/2w)[(a +a*)? +1) = (aldle)® + 1/ (2w)
and

(alp?la) = —(hw/2){ala™ —ata —aa™ + a*|a) =

— —(ﬁw/2)[(a — Oz*)2 . 1] _ <a|]5|a>2 + 77,(;.]/2 (2.165)

which shows that the coordinate and momentum uncertainties in this state are indepen-
dent of &

Ag = /{al@la) — (aldla)? = Vi/(2w)
Ap = V{alp?|a) — (alpla)? = /hw/2
which in turns means that for large (classical) values of ¢o and py, i.e. for large |o], cf.,

Eq. (2.163), the quantum uncertainties are negligible. The actual values of Ag and Ap
show that |a) is a minimum uncertainty state, Eq. (2.150).

(2.166)

Dynamics of coherent states

Let is now consider the dynamics of a coherent state, i.e. find
(b)) = e~ */Mq) with h = hw(ata+ 1/2)

For this we use the Heisenberg representation a(t) = eiht/h g e=iht/h of 4 and the corre-

sponding Heisenberg equation which is easily solved

magit) — _ha(t) + a(t)h = hwl—a* (Da)a(t) + a(t)a+ (a(t)] = 167
= hwa(t) = a(t) = ae™ ™"
This gives
ala(t)) = ae~ ™/ q) = e/ hG(1)|a) = e Pgem ) = ae” ! |a(t))  (2.168)
which shows that |«(t)) remains a coherent state with
alt) = ae™ ™! (2.169)

In terms of the corresponding go(t) and po(t)

qo(t) = V/2h/w Re a(t) = v/2h/w[ Re acoswt + Im asinwt] = gg coswt + (po/w) sin wt
po(t) = V2hw Im a(t) = V2hw[ Im acoswt — Re asinwt] = pg cos wt — wqp sin wt

which coincide with the solution of the classical equations (2.146).
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Explicit expressions. Ground state of a shifted harmonic oscillator

Using the explicit expression (2.148) for the coherent state at @ = 0 it is easy to find
solutions of Eq. (2.147) for a general « by using the decomposition (2.163) in (2.147)

(ﬁaaq +w q) Ya(q) = [wao + i poltale) = Khaaq - Z'po> +w(g — qo)} Ya(q) =0

and noticing that this equation is similar to the one with a = 0, Eq. (2.148), but with a
shift ¢ — g — qo and a py dependent phase

Va(q) = Aexp{—[w(q — q0)* +ipo]/h} , A= (w/mh)'/* (2.170)

It clearly can be regarded as a ground state of a shifted harmonic oscillator, i.e. of

h=2[(p—po)? +wq— q)?] (2.171)

N =

This observation is important for a qualitative discussion of the laser light.
Let us note that the coherent state can also be written as an expansion in a complete
set of number states, i.e. the harmonic oscillator eigenstates |n)

oo

) = > euln)

n=0

Acting with a we obtain

ala) = Z cpaln) = ch\/ﬁ\n -1) = az cnln) =
n=0 n=0 n=0

oo
ach_1|k —-1) = Vne, =acp—
k=1

n

oo a
Sty = )= i)
n=0

il

Find ¢y from normalization

2 = ‘04|2 2 _|al? 2/2
1 = (a]a) = |col Z = leo]2el?l” = g =e 1o/
n=0 :

SO
2 > a™
la) = elol7/2 Z —|n) (2.172)
n=0 \/7?
It is also easy to calculate the overlap

(o] B) = e*|a\2/2e*\5|\2/2ea*ﬁ = |<a‘5>|2 _ ef\afﬁﬁ
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showing non orthogonality of different |«) states. The set |«) is over-complete but satisfies
a useful resolution of unity relation

d
/—a|a Yal = Z\n Yn| =1 with d*a=dReadIma
n=0

which is easy to prove by using the expansion (2.172) and changing to polar coordinates
a = re'® d?a = rdrde in the integral.
2.5.3 More on the EM field momentum

Relation to the classical expressions for the matter-field momentum

Classical expression (2.136) can be written

P, = eo/d3rE(r) x B(r) = eo/d?’rE(r) x V x A(r) (2.173)

It is related to the integral of the Poynting vector, cf., the reference to the Feynman
lectures given above for the physics discussion of this result.
Let us write this expression in components (using the Levi-Civita tensor and the
summation convention)
(E x V x A)l = GijkEjEklmalAm = EkijﬁklmEjalAm = (2174)
= (0i0jm — Oim01;)E;01Am = E;0;A; — E;0;A,;

so that

60/d37“ (E x V X A)z = Eo/dST (EJ&AJ — EjaJAZ) = GQ/dB’)" (EJ&AJ + (%EJAZ)

(2.175)
where we integrated by parts in the last equality. Using the Gauss law 0;E; = p/eq this
gives

(Py); —eo/drE )0 A ( /dgrp —eo/drE )0 A ( —|—an (ra)

(2.176)
where we used p(r) = Zivzl ¢q0(r —r,) to integrate.
Using this in the expression for the total momentum (2.136) (and restoring for better
clarity the summation symbol for the repeated index j) we obtain

N 3
P= Zpa + eo/d3r ZEj(r)VAj(r) (2.177)

with
Po = MaVa + GaA(ra) (2.178)

This coincides with the expression (2.135).
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Field momentum in terms of the transverse components

Both terms in the expression (2.136) are separately gauge invariant. However the two
terms in the transformed expression (2.177) are not. Ounly their sum is. We can repair
this if we repeat the calculation (2.175) but first replacing A by Ar in the starting left
hand side. This will lead to the same expression as (2.177) but with Ap replacing A in it

N

3
P = (mava + ¢aA1(ra)) + €0 / d*r Y E;(r)VAr;(r)

a=1 j=1

Now both terms are gauge invariant. We can moreover in the second term replace E by
FEr. Indeed writing
Ej=FEr;+EL;=Er;—0;¢

and using
3 3
/ d*rY " 9;¢(r)VA7;(r) = - / Ero(r)V | Y 0;Ar;(r)| =0
Jj=1 j=1
we express
N 3
P= Z(muva + gaAr(ry)) + eo/d3r ZET,J'(I‘)VAT,J' (r) (2.179)
a=1 j=1

In the absence of the charged matter (i.e. when all g,’s are zero) the field part of this
momentum becomes the momentum of the free radiation as we have already derived in

(2.138).

2.5.4 More on the EM field angular momentum
Relation to the classical expression

See Ref.[7], Complement Bj.

Spin 1 part of rotations of a vector field

We can write the 2nd term in Eq. (2.158) as
i i
[50[ X Ab = ijl(SOékAl = —ﬁdaks?lAl = —ﬁ[da . S}lel
where the matrices
S?l = ihejkl

are spin 1 matrices written in cartesian components basis r1 = z,z2 = y,x3 = 2 rather
than in the more familiar spherical components basis (z,,, m = £1,0)

1( ) 1( )
rTh=———7=@+iy) , zo1=—4(@—-1Yy) , To=%
1 /2 Yy 1 NG Y 0
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ie. Xy ~ 1Y (6, 0).
One can easily verify that the commutators indeed have the correct form

5%, 87] = iheijns" (2.180)
For this must prove that
[s", 87|kt = —h®[€kim€myt — €xjmEmil
is equal to
iheijnszl = ’L'haniheknl = —hQEijneknl
Have

€kimEmjl — €kjmEmil = (0k;0it — Ok10i;) — (Okidji — Ox10ji) = Okj0is — kil
which indeed is equal to

€ijn€knl = €ijn€lkn = 0i10jk — 030
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Chapter 3

Photon-Matter Interactions

This Chapter is the continuation of the Chapter ”"Quantized EM Field”. We will use the
quantum description of the EM field discussed there to provide several simple examples
of how photons are emitted and absorbed by quantum matter systems.

3.1 Interaction Hamiltonian

3.1.1 Separating the interaction terms

As was shown in the Chapter ”Quantized EM Field” the Hamiltonian operator of the EM
field interacting with (non relativistic) matter is

N
I;[ = Z . [f’a - quT(ra)]2 + VCoul + E*0/ |:]§-)T(I')2 —+ 62(v X AT(I‘))2:| d37' (31)

= 2my, 2
with
1/2
Ap(r) = Z h / [d A e T 1l Ap ek r} (3.2)
T - 2€Oka ka ko k «

A oo 1/2 ) »

Er(r) = Z (2609) [aka/\kae kr _ a{{ Ak, k r} (3.3)
and N

v _ 1 qaqb
Coul 8eo pord |rq — 1y

This expression can be written as

H= Hmatter + H’r + Hmatterfradiation interaction (34)

116



Version of April 11, 2023 117

with
N f)2
H’ma er — - V ou b b £
! a=1 2m¢l + ¢ l(rl r )
i, = %0/ [ET(r)2 +A(V x AT(r)ﬂ d3r (3.5)
-Hmatterfradiation interaction = Hll + I:IIZ
and
N
A = =Y % [by- Ar(rd) + Ar(r,) - b (3.6)
a=1 @
N2
2 qq A 2
Hy = ) [Ar(ry)] (3.7)
= 2my,

The expressions for H I angl H 12 depend on the coordinates and momenta of the particles
and on the ”coordinates” Ar(r) of the field. It is worth noting that the transversality of
A7 means that p, and Ar(r,) commute

23: [Pa i» Ari( ra)] = —iliVy - Az(r,) =0

=1

so that the interaction H 71 can be written as one term

N

2 Ga % A
Hp=— 7AT a) 3.8
I1 pat me (I‘ ) Pa ( )

3.1.2 Adding spin and external fields

When matter particles have spins one must add spin degrees of freedom s, to the particle
coordinates r,. As a rule spinning particles have non zero magnetic moment p,* which
is parallel to the spin and follows its dynamics. The proportionality relation between the
corresponding operators is conventionally written

N da .

o, = gaﬁsa (3.9)
where g, is the so called Lande factor or g-factor (see e.g. the appropriate section in the
Chapter ”Motion in External Electromagnetic Field”).

Particle magnetic moments interact with the magnetic field so one must add a new

term to the interaction Hamiltonian H,,qtter—radiation interactions

Hps = —Zﬂa ) B(I'a) (3.10)

IThis is obvious for charged particles but in fact also neutral particles with spin, e.g. molecules,
atoms, neutrons, etc, may have non zero g due to the ”spinning” charges inside the overall neutral
system. Charged quarks in a neutron is an obvious example.
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with the operator of the magnetic field (cf., the Chapter ”Quantized EM Field”)

. . h 1/2 . ikr At —ikr
B(r) = Zz (260wk9> {aka(k X Ak,)e — aka(k X A, )e (3.11)

We have up to now considered a closed matter-EM field system. One often encounters
a situation in which in addition there are external fields acting on the matter particles.
Examples are Coulomb potential of a heavy nucleus acting on atomic electrons or external
magnetic field acting on electrons in Landau levels. Such external fields are to a good
approximation classical with prescribed space and time dependence. In their presence
the Hamiltonian (3.1) should be modified by adding external classical vector potential,
external scalar potential and external magnetic field. The full Hamiltonian will then have
the form 2

N 2
H = [pa - quexternal(ra’ t) - quT(ra:| + VCoul +

N N
Z erternal( ro,t Z /:l’ emternal( T, t) o (312)
a=1

a=1
N
- Z B - B(ra) + %0/ []:]T(r)2 + 2V x AT(I‘):| d3r

a=1

1 <~ dad
adb

Ve u ==
Coul 87T€0§7|I'a—1‘b|

where we have also added the spin degrees of freedom interacting with external magnetic
fields via the particles magnetic moments.

3.1.3 Disentangling radiation from the matter degrees of freedom

The objects like Ap(r,) and B(r,) in the expressions (3.6), (3.7) and (3.10) are operator
valued functions (fields) of operators (particle coordinates). It is easy and convenient to
disentangle this complicated dependence using the identities

Ar(ry) = /5(1‘ v )Ar(r) P, An(ry) = /6(r —ro)AL(r) dr

B(r,) = /(5(1‘ —1,)B(r) d&*r

2Note that external fields influence the radiation only via matter. There is no direct effect on the
dynamics of the radiation. This is a consequence of the linearity of the Maxwell equations.

and
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Using these one can write the interactions (3.6), (3.7) and (3.10) as

A N A

o = = [ fpde - r) + 0 - rp) Ar) (33)
A Na_12 A~

Ay = / Pry s~ x) A ()] (3.14)

N
Hpy = —/d3r2ﬂa5(r—ra) -B(r) (3.15)
a=1
The 1st and the 3rd of these expressions have a simple form
Hp = — /j(r) : AT(I‘) d*r (3.16)

and
Hps=— / m(r) - B(r) d®r (3.17)

with current operator

and magnetization operator
N
th(r) = Y fr,0(r — x,)
a=1

The second term Ho simplifies when all the charges and masses of the particles are equal
Q1 =¢2=..=qN =¢ my =my =...=my =m. Then

fp=1 / () [Ap(r)]? dr (3.18)

with charge density operator

N
) = gblr —r,)

3.1.4 Resulting insights
Matter creates, annihilates, scatters photons

Qualitative insights into the nature of the interaction terms is gained if the expressions
for the fields Ap(r) and B(r) in terms of the photon creation and annihilation operators
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written in the form?

R A 1/2 dor . )
Arr) = > <2€Owk Q) Ao €K7 (g, + iy ) (3.19)
R A 1/2 "
Br) = >i (260% Q) (k x A, )e’KT (aka + af_ka) (3.20)
Ko

are inserted in Eqs. (3.13 - 3.15). The interaction term Hi, takes the form

X A N
o= — AL )(a Al 3.21
n kE (260wk9> (J_k - Ao (g, +a ) (3.21)
with
A ~ k N qa k k
Ik = /j(r)eﬂ Ty =Y S |p kT y omkrep | (3.22)
a=1 @

It is seen that to 1st order # this interaction acts by creating or annihilating single photons
with (not surprising but worth noting) opposite signs of the momentum #hk. It is also
important to note that (as will become clearer later and especially in the chapter on
Second Quantization) the expression

)\ka eik-r
can often be regarded as a photon wave function having definite momentum p = hk and

polarization A,. R A
Inserting the expression for B(r) into the interaction Hrs, Eq.(3.15), one obtains

X ' 5 /2 A )
Hps = — g i (2600%9) g - (k x Ay,)] (g, + aT_ka) (3.23)
with v
o . —ikr 3. _ . —ikr,
my = /m(r)e d’r = Z,uae (3.24)
a=1

One observes that this interaction term also creates or annihilates one photon in 1st order.
The difference with Hp; is that in the former case the photon creation or annihilation was
”accompanied” with the ”action” on the matter variables of the corresponding component

3To simplify expressions we assume here and in the following that the polarization vectors for k and
—k modes are chosen to be the same Ay, = A_} -

4By ”to 1st order” here and in the following we mean that the interaction acts one time on a wave
function. Note that in solving the Schrédinger equation the Hamiltonian acts ”infinitely many times” so
to speak. This can be seen by viewing the time evolution

W (t) = exp[—(i/ ) H(t — to)]t(to) = [1 + (—i/ ) H(t — to) + (—i/h)* H?(t — to)* + ..]¢(to)
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j—k of the current operator projected on the photon polarization Ay . In H 5 this action
is replaced with m_j. component of the magnetization density m(r) projected on k x A .

Turning now to the Hyo, Eq. (3.14), we note that the presence of the square [Ap(r)]?

means that the creation and annihilation operators will appear in this expression in the
products

A A Foat N .

Oka% o aka ak’a/ ’ akaak/a’ » Oka ak/a’
which shows that these interaction terms in 1sr order either create or destroy two photons
or simultaneously create and destroy a photon with different momentum and polarization.

Matter ”shifts”, "mixes” the radiation oscillators

Let us recall that Ap(r) is written in terms of the running plane waves as
1 1
Ar(r) = N % (Qk cos(k-r) — w—kPk sin(k - r)>

where Ay s are fixed polarization vectors orthogonal to k. Recalling also that H, is the
sum of the normal modes oscillators

A= 3 (B, +widt,) (3.25)

(0%

we find that in terms of I:)k . sand Qka the Hamiltonian is written
N N 1 N A N o N . N N
H = Hpatter + 5 > (Pﬁa + wiQf{Q) +y° (Skana - CkaPka) + Hpo + Hrs (3.26)
ko ko

with

Ska = /)‘ka j(r) cos(k - r) d°r (3.27)
VQeo
S S W
ke m/ ke
Schematically one can say that via the Hpy interaction the matter causes shifts of the
oscillators of the radiation normal modes. The shift is in both the coordinates @y, and
momenta P . For fixed classical S}, and C) , each oscillator gets shifted

% (P2, +w?Q},) - % [(Pka - Pfg)z A Q{f{l)j + B (3.28)

r)sin(k - r)d3r

with P, Ocz , Qk and El(<) determined by Sy, and C} in an obvious way. Of course in
a real situation Sy, and C}  are dynamical and quantized.

Let us also note that the interaction term Hys may schematically be viewed in a similar
way as we outlined above for Hy; since it is linear in E(r) =V x AT(I‘) and therefore in
Q,, and P, variables.

The interaction term H 12 on the other hand is quadratic in AT(r). Its dependence on
the field normal modes variables is therefore quadratic depending on products Q. Q.
Py Py, and Qy Py, mixing the normal modes ka’s already in the 1st order.

o’?
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Generation of coherent states. Schematic model of a laser

Let us recall the properties of the coherent states which were discussed in the Section 6.1.3.
of the Quantized EM Field chapter. It was shown there that such states can be viewed as
ground states of a shifted harmonic oscillator. Turning to the expression (3.28) we notice
that if just one photon mode ko is selected and the current which ”feeds” this mode is
external, constant in time and classical then the lowest eigenstate of the corresponding
Hamiltonian will be a coherent state.

Such a Hamiltonian can actually be used as a simplest schematic model to begin under-
standing the quantum mechanics of the light emitted by a laser. Selecting a single mode is
modeling (in the simplest way) of the laser resonator. The classical external current is (a
very much simplified description of ) the source of excitations of the electric charges which
de-excite by emitting photons into the resonator mode. This shifted harmonic oscillator
model obviously is extremely schematic and misses many important laser features and
details. It nevertheless correctly indicates that a simple reasonable approximation to the
state of light which (one mode) laser emits is a coherent state.

3.2 Emission and Absorption of Photons

In this section we discuss the details of quantum mechanical description of photon emis-
sion and absorption. We will do this treating the radiation-matter interaction using the
perturbation theory and will limit ourselves to the leading 1st order terms. As should be
clear from our discussion above the relevant terms for such 1st order processes are H I
and H;3. We will begin by considering only the effect of H;y i.e. photon emission and
absorption resulting from the change of the state of the electric current of the matter sys-
tem. Classically this would correspond to emission of radiation by an alternating current
(like e.g. in a simple antenna). The treatment of the photon emission by changing the
spin states of matter, i.e. the effect of the H 73 interaction term will fit naturally in the
discussion of these processes in relation to the changes of the current magnetic moment,
cf., Section 3.2.6.
Following this introduction we will begin by considering the Hamiltonian

H=Hy,+Hp (3.29)
where the unperturbed part is
Ho = Hpatrer + Y hwr ] _ay, (3.30)
ka

and where we dropped the constant vacuum energy term Eygcyum = (1/2) Y ), hwp.
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3.2.1 Paradigm of spontaneous emission of radiation - discrete
matter level coupled to a photon continuum

Unperturbed energies

We assume that we know how to solve the matter Hamiltonian i.e. that we know its
eigenstates and the corresponding eigenvalues

f{matter‘n> = En|n> (331)
We therefore know the eigenstates of the unperturbed f[o, Eq. (3.30) ,
In)[{Ny ,}) with eigenenergies E(n,{Ny }) = E,+ Y Ny, hws (3.32)
|

We assume that (as is typical for atomic, molecular or nuclear systems) the low lying
matter eigenenergies in (3.32) form discrete system of levels following by higher lying
continuum states (like e.g. simplest hydrogen atom at rest®). Let us consider the sector
of unperturbed levels with zero photons

FE,, + 0 photons
and compare to the corresponding levels in a one photon sector
FE, + 1 photon = FE,, + hwy,

It is important to note that
hwy, = hck

form a continuum of levels because of essentially continuum values of k (for large quanti-
sation volume).

Plotting these energies, cf. Fig. 3.1, one can see discrete levels of the matter without
photons ”embedded” in the continuum of matter + one or more photon levels. The
simplest is e.g. the first excited matter level with no photons

In = 1)[{0y,}) with E(1,{0y,}) = E1 + 0 photons
vs the ground state Ey plus one photon
|TL = O>|1k(y’ {Ok/a’}> with E(O, 1koz7 {Ok/o/}) = EO + ho.)k

continuum of levels.

5We ignore at the moment the center of mass motion of the emitting. Its effects will be discussed
below
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Figure 3.1: The presence of the continuum of the photonic levels i.e. of photons in the
continuum of the EM field modes (represented schematically as colored bands in the
figure) means that the discrete excited levels of matter are embedded in this continuum.
As explained in this section the coupling of the matter to the EM field means in turn that
the discrete matter levels get ”smeared” over the nearby continuum of photonic levels.
The result is that their energy position gets shifted and they acquire a width becoming
somewhat analogous to classical resonances.

Coupling to the continuum - time domain. Exponential decay

We now turn to the discussion of what will the perturbation H 711 which has matrix ele-
ments connecting such levels cause. We will do this in the framework of a simple model
- a single discrete state coupled to a continuum of states. This is known as Weisskopf-
Wigner model. We present here the main results for this model. Details are found in the
Appendix of this chapter, as well as in Ch.I-C3 and Complement Cy of Ref.[1].

We will use simplified notations. Consider a quantum state with energy &, and wave
function ¢ imbedded into a broad continuum of levels with energies &, and wavefunc-
tions ¢,. In the notation of the previous section & stands for E(1, {0y, }) while &, for
E(0; 1y, {0y, }) with the corresponding wave functions.

Let V be the interaction between the levels with matrix elements

* *
VOI/ = Vo > VVM:VHV

We want to consider how the system develops in time if it was initially (say at t = 0 )
prepared in the discrete state 19. Formally we need to solve the Schrédinger equation of
this system

oV (t)

zhiat

= (Ho + V)U(t) (3.33)
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with the initial condition
Ut =0) =1 (3.34)

Let us write ¥(¢) as an expansion in the basis of the unperturbed states {g, ¥, }
W(t) = co(t)poe 0t/m 4 /cl,(t)wl,e_ig"t/ﬁ dv (3.35)

where for convenience we ”pull out” the factors e~*0*/" and e~*+*/" from the (yet un-
determined) time dependent coefficients cp(t) and ¢, (t). We note that the coefficient
co(t)e"ot/" determines the time dependence of the ”persistence amplitude” of the initial
state g

(ol T (1)) = co(t)e "0t/ (3.36)

while the amplitudes c, (t)e’igvt/ b provide the time dependence of the spreading of the
initial discrete state over the continuum states.

Inserting the expansion (3.35) into the Schrodinger equation, using

Hobo = Eotbo , Hotpy = E,,

and projecting on 1y and 1, we obtain coupled equations for the coefficients

d ,
m% - /V(’Mcue_w"“tdﬂ

. dcp, —iwo,t —twyt

zhﬂ = Vyocoe ™" + [ V,cpe™ "t dy (3.37)

with the notation
wyp = (& = Eu)/h

and initial conditions

c(0)=1, ¢(0)=0 (3.38)

The crucial step/approximation in the Weisskopf-Wigner approach is to neglect the cou-
pling between the continuum levels, i.e. to set

Vi =0 (3.39)

in the equations (3.37). This approximation allows to integrate the second equation (recall
that ¢o(0) = 0)

1 /[t o
cult) = = /0 Vipe ot co(t)) dt’ (3.40)

Inserting this into the first equation we obtain a single integro-differential equation for
co(t)

dceg _ ! / / /
0 _ [ K(t—t)eo(t))dt (3.41)
a  Jy

where we introduced notation for the kernel K (¢ — t')

1 _
K() =35 [ Wou et dy (3.42)
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Equations of this type are called equations with memory (for obvious reason). The mem-
ory time is finite if the kernel K (t) has finite "range” T, i.e. vanishes for ¢ much larger
than some finite time interval 7.

Let us make an important observation here - K (t) is proportional to the time correla-
tion of V(t) in the initial state o

/du%\vwm [V [ipo) e &=t/ = (o |V (1) V (0)4ho) (3.43)

where A A
V(t) — ez’Hot/hf/e—iHot/h

is the interaction V in the so called interaction representation. In order to understand
what this means for the spontaneous photon emission let us recall what are the unper-
turbed energies and the corresponding wave functions in that problem, cf,. Eq. (3.32)
and the following discussion. Let us also recall the explicit form of the interactions,

i == 30 Ay d'r | =~ [ @) Bwyd's (3.44)

cf., Bgs. (3.16,3.17). Using this in the correlator (vo|V (£)V(0)|t)) we observe that in

this case it is a product of the matter part involving correlators of the current j(r) or
magnetization m(r) in the initial matter state and the correlations

(vacuum|Ar, 4 (r,t) Ar y(r,0)[vacuum) and  (vacuum|Bq(r,t)By(r, 0)|vacuum)

of the components of the EM field in the vacuum. These correlators measure the vacuum
fluctuations of the field which drive the matter (say an atom) in an excited state to
spontaneously emit a photon and decay to a lower state.

Returning Eq. (3.41) we note that it can be formally solved by Laplace transform.
To invert the transform however one must use approximations. In Appendix we discuss
a different method of solving Eq. (3.41) using the Maslov approximation. To state the
results it is useful to rewrite the integral | du over the continuum states 1, in Eq. (3.42)
by splitting it into the integral over the states with a fixed energy £, = &£ following by
the integral over £. This can be done using

du...= [ d€ | dus(€ —&,)... (3.45)
faw= [ ae |

1 _ )
K(t)=— 7 /d5|%u|2|£“:gez(<€07$)t/h with

The kernel K (t) is then
(3.46)
ouPl,_, = [ dnbE0 - E)IVaul

Using this we show in the Appendix that using the Maslov approximation approach
to solve Eq.(3.41) one finds that the time dependence of the ”persistence amplitude”
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Eq. (3.36) of the initial state 1y in the long time limit (cf., Eq. (3.145)) is given by the
exponential

(tho|W(1)) = co(t)e™ 0N = poe™ /2T ot AEN/R (3.47)

where by is a constant which depends on the short times behavior of ¢(t) and

2 ——
r :?WEJMP

*/dﬂ‘s H)‘%MF
(3.48)

=t 50 -&

Here P denotes the ”principle value” of the integral, cf.,
—e€ b
P/f dxzhm[ dx+/ dm]ff),fora<0,b>0

We see that the ”survival probability” of the initial state asymptotically decays exponen-
tially with I" controlling the decay rate

wo(t) = (w0 (1) [* = [bo[*e™" (3.49)

The inverse ratio 1/T is often called the lifetime of the level.
We observe that I' is a sum

= / dpTo s,

of partial I'y _, ,’s given by
27
Lo - u = f“/bu‘%(g - 5#)

which are just the golden rule probabilities per unit time of transitions into particular
continuous state v,,.

The irreversible dynamics of a discrete state decaying into a continuum may serve
as a simple example of how irreversibility appears in a formally reversible theoretical
framework. In this respect it is instructive to follow a chain of considerations which
starts by replacing the continuum of levels by just one level, then a few, then many but
still discrete and finally by the continuum. It should be clear that in the few levels case
there will be finite times that the system will ”visit” back the initial level. These ”return
times” are growing with the number of levels and turning to infinite (i.e. to a decay) in
the continuum case.

Coupling to the continuum - energy domain. Line shape, shift and width

The quantity A€ in Eq. (3.47) is the energy shift of the unperturbed energy &, caused by
the coupling via Vp,, of 9y to the continuum of 9,,’s. To understand this statement better
we would like to present now the ”stationary” version of the above discussion, i.e. to
determine how the discrete state 1y of the unperturbed Hamiltonian H, gets ”smeared”,
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i.e. becomes distributed over the exact states of the problem with the coupling to the
continuum states.

We note that the solution (3.35) which we found to the time dependent Schrodinger
equation (3.33) can be formally expanded in terms of the eigenfunctions ¥, of the ”full”

Hamiltonian (f[o + V)\I/X =L£,7,
U(t) = / dx AW, e Xt Q= E /h (3.50)

with the expansion coefficients A, determined by the initial condition (3.34)°

Ax = <‘I’x|1/)0> (3.51)

The amplitude (3.47) can then be written as

(o B (1)) = / dx| (o W) [Pe ™ = / dE[(o[ )], _ e” /" (3.52)
where for the integral [dy we used the identity Eq. (3.45) with the notation similar to
Eq. (3.46) for [(o[¥,)[?| _ . We obtain

=

_— 1 [ ,
TP, _, = 5= [ detwolwo)e (359)
The left hand side is what we are interested in - the distribution of probabilities of the
unperturbed discrete state 1y among the exact stationary states of the problem.

To evaluate the integral in the r.h.s. we need to extend the solution (3.47) to negative
times ¢ < 0. This is simply done by noting that all the elements of the solution going from
cu(t) to co(t) keep their formal expressions. The only difference is found in the discussion
of the long time limit ¢y — oo in Eq. (3.146) of the Appendix which must be replaced by
to — —oo. To calculate such limit we will again use the shift in the energy integration
contour but this time we will need to do this into the positive I'm & half plane. It is easy
to see that this will lead to the same result as for positive ¢ but with the sign change of
I'. The integral above therefore consists of two parts

0 o0
i |:/ dte—i(50+A£+mF/2—E)t/h+/ dte—(Eot+AE—ihT2—E)t/h
21 | ) oo 0

which are easily evaluated with the result

1 hr/2

(10| ¥ ) 2 P e ey v o (3.54)

This shows that the unperturbed discrete state with a fixed energy &, gets ”smeared”
over the exact states in the energy range Al" shifted by A& relative to &. The function in
the r.h.s. of the above equality is a Lorentzian (also known as Breit-Wigner distribution).

6We assume that the continuum eigenfunctions ¥, are normalized to the delta function (Ux|¥,y) =
3(x =)
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One often says that the discrete state with a sharp position in energy ”acquires” a line
shape with a width and a shift.

One can also describe the result Eq. (3.54) as a discrete state turning into a resonance.
This due to the analogy with what happens to a classical harmonic oscillator with an
oscillation frequency wy under an influence of the dissipative force —yv. The oscillator
motion (for unit mass)

Q(t) = qOe_’Yt/Q Sln(wt + ¢0) , W= \/m

is damped oscillations with a shifted frequency and the amplitude exponentially decaying
with time.

3.2.2 Photon emission rate
Following the discussion in the previous section we will now use the Fermi golden rule
27 ND
Linp= f|<f|V|z>| §(En — Eo — hwy) (3.55)
to calculate the rate (probability per unit time) of spontaneous photon emission in which
the state of matter changes from higher to lower energy state. Denoting these matter
states as |n) and |0) we have in this case

i) = ) {0k, 1) 1) = 10}, {Op o 1) (3.56)

where k’a/ denote all photon states except ka. We have already inserted the correspond-
ing initial and final energies E;, and Ep + hwy in the 0 function above.
Using Hyy of Eq. (3.21) with these initial and final states we calculate

(lHRl) = (0 (1gn, {0k o HHNH{O, ) In) =
h 1/2 R ;
= — kZ (260w;€/9> <0U7k// . Ak”a” |n><1ka, {Ok/a’}|dk//06” + &—k//()/’ |{0k0¢}>

We have a sum of products of the matter and the radiation matrix elements. The latter
are trivial to calculate

<1koz’ {Ok/a’}‘&k”a” + &T_k”a// |{Oka}> = 5—1(”, k(sa”oz (357)

which means that only one term is not zero in the sum over the modes.
So we obtain
h

2¢qwi ()

. vz
<f|Hn|i>=—< ) (Ol - M) (3.58)

The appearance of the inverse quantization volume 1/ in the square of this expression is
easy to understand. We are calculating the probability rate to find the emitted photon in
a given k momentum state. For a macroscopically large ) this probability is very small
~ 1/ but the values of k are very dense. In fact their density is ~ € which will cancel
the 1/ in the probability rate. We will now consider an example showing this.
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What a typical detector measures

Let us consider a practical situation in which the emitted photons are detected by a de-
tector placed sufficiently far from the emitting system and measuring all photons emitted
in a small sold angle dvy around k.

Emitted
photons

Radiation
detector

Figure 3.2: Schematic geometry of the detection of emitted photons. The detector opening
spans dv solid angle centered at the direction 6, ¢ along which the emission rate is detected.

To calculate what the detector measures we note that the probability per unit time
to measure a photon with a given polarization o and momentum hk in a small ”volume”
A3k around a given k is given by

Qd3k
E ~ : 3
dwy,, = Foowo =T ke X (number of k'sin A k) =Tk B
k' in A3k

where we denoted schematically by I, .+ the rate of the photon emission into K o state
and assumed that A3k is small enough to have this rate changing little in the above sum.
We have also conventionally switched to the differential d®k in our notations and used the
expression Qd3k/(27)3 for the number of k’s in d3k.

To continue with what we assumed this detector measures we should adjust the above
expression to account for all the k’s in the solid angle dy. For this we express d°k =
k?dkdry, keep dv fixed and integrate over dk. Using the explicit expression for | RPN N
with matrix element (3.58) and changing to k = w/c we have that the probability or
more practically the relative number of photons per unit time measured by the detector
in repeated experiments is given by

2 h 3 Quw?dw
Ny = = — e - 25(E, — Fy — .
ANy, = dy / . (%Om)umk Aal)F8(Bn = Bo — hw) ooos - (359)




Version of April 11, 2023 131

We note that € cancels out. Using the § function to do the integral we find

deu w

= j A 2 °
22 = o Ol Ay ) (3.60)

where we must remember that w and the magnitude of k are fixed by the energy conser-
vation

hw = ck = E, — Eq (3.61)

The above expression for the emission rate is the main result of this section. It shows
all one needs in order to find the deexcitation rate with photon emitted in the small angle
in the direction k with the polarization vector A . One should be able to calculate the
matrix element

(0ljgIm)
of the k-th Fourier component of the matter current, then project it on the polarization

Ak, square the result and multiply by the coefficient in front of (3.60).
Let us indicate that working in spherical coordinates

k = k(sin d cos ¢, sin 6 sin ¢, cos 9) (3.62)
a convenient choice of linear polarization vectors for the photon emission problem is

A1 = (cosfcos ¢, cosOsinp, —sinfh) , Ao = (—sin@,cos@,0)

(3.63)
k'Al,QZ)\l-)\gzo

This choice corresponds to A; lying in the k,e, plane, i.e. parallel to ey while Ay is
perpendicular to it, i.e. parallel to eg.
If the detector does not distinguish between the photon polarizations (as is often the
case) one must sum
Mg _ 5~ Wea (3.64)
dy dy

a=1,2

The classical limit

In the following sections we will discuss various properties and simplifications of the
current matrix element in (3.60). Before that let us compare this expression with the
corresponding classical result. For this let us it by the photon energy Aw. In this way we
will find the power emitted by the system

dP w2 N
1% = g Ol N, (3.65)

Remarkably there is no explicit & dependence in this expression and the quantum me-
chanics manifests itself in the presence of the matrix element of the current.

Comparing this expression with the classical result (cf., Ref.[3], p.279) one finds that
the expressions are formally identical” provided one identifies the matrix element of the

7One should remember the extra 1/4meg factor when passing from CGS to ST of the square of electric
charge
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current operator j(r) in quantum mechanical expression with the Fourier component with
the frequency (3.61) of the classical current j(r,¢).

This correspondence fits the semiclassical rule (cf., Sec.48 in Ref. [4]) that the matrix
elements f,,, in the classical limit approach the components f,,_,, of the Fourier expansion
of the classical function f(¢). This rule was originally guessed by Heisenberg in his matrix
quantum mechanics approach.

Momentum conservation and recoil energy

Let us consider the common case that the initial and final states of the photon emitting
matter system are momentum eigenstates with total momentum P; and P respectively.
Isolated atoms, molecules, nuclei will be in such states. The initial and the final states in
such systems will then be

1) = [n, Pi) {0 ) 1F) =10, P p)[1pe {0 1)

with the transition matrix element (3.58)

VIR = ( ) 0P [l o) - A2 (3.66)

2eqwi ()

The operator jk has the property that when acting on a matter state having a given
total momentum P it transforms this state into a state with P — hk. To show this let
us use the momentum operator P = Zivzl P, and calculate the action of its components

P, on the state which jk generates acting on |n, P;)

where to avoid confusion we denoted by P,Si) the m-th component of the P; vector and
used P |n, P;) = Pr(rf)\n,Pl) in the second term on the r.h.s. Let us now calculate the
commutator in the first term using the explicit expression (3.22) for jk and the following
relation for the components p, of P

[pa, e—ik'rb} — G ihV e KTy — 5, hkemiKTy [Pm,jk} = ik j)c

This gives for Eq. (3.67)

P (3l Pi)) = (Pi = 1K) (Jicln, P2) (3.68)

showing that indeed the state jk|n, P;) had a definite value of the momentum P = P; —fik.
Since states with different momenta are orthogonal this property means the transitions
matrix elements (0, P¢|jy|n, P;) is non vanishing only for

Pi:Pf-i-hk

i.e. the emitted photons conserve the total momentum.
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The above discussion concerned the change of the momentum of matter systems emit-
ting photons. But this recoil momentum AP = P; — P; implies that there is also a
corresponding recoil energy. This energy should in principle be included in the energy
conservation relation Eq.(3.61). However one can show that for typical photon momenta
the recoil energy can to a very good approximation be neglected and the matter system
assumed to remain at rest in its c.m. frame.

Indeed for the photon energy ephoton = w the momentum transferred to the recoiling
matter is Precoil = hk = hiw/c. Thus the matter recoil kinetic energy €;ecoil = pfccoﬂ /2M =
(hw)? /2M c? where we assumed that the matter is non relativistic and work in a reference
frame in which it was initially at rest.

The ratio of the recoil energy to the photon energy is therefore

€recoil hw
€photon MC2

which for typical emitting matter systems (molecules, atoms, nuclei) is

leV - 10 MeV <
(1+100) GeV

so that the recoil energy is indeed negligible for such system.
Let us note that the dimensionless recoil velocity is given by the same expression

P huw

Mc M

alc

For e.g. hydrogen atom this gives

Urecoil 10eV
c 109%V

Vrecoil ~ 107 8¢ = 3m/s

3.2.3 Long wavelength approximation

Consider two typical photon emitting quantum systems - atoms and nuclei and examine
the relation between their sizes and the wavelengths of emitted photons. The latter are
related to the photon energies as

)\_2777_@_27rhcw6.28><197eV~nmN12OOeV~nm
Tk ok hw hiw - hiw

The typical atomic sizes are ~ 0.1 +— 0.2 nm while typical emission energies of atomic
photons are ~ 1 < 102 eV. This means that the emitted photon wavelengths are

A ~ (1.2 +1200) nm > 0.1 + 0.2 nm atomic sizes

Similar result holds for nuclei for which the sizes are 5 + 10fm while typical emission
energies are (1 +10) MeV. So

1200 MeV -
A~ Tefm ~ 120 = 1200 fm > 5+ 10 fm nuclear sizes
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Similar estimates hold for solid state emission systems (there the typical size is the crystal
unit cell, etc) and small molecules.

These estimates have important consequence for the evaluation and magnitude of the
current matrix element in the emission rate expression Eq. (3.60). Writing it out explicitly

Ol = [ @ K 0l o) (3.69)

we see that the range of the integration where the integrand is not vanishing is determined
by the matrix element of the current. So this range must be |r| < a where a ~ size of
the emitting system. As we have seen above for the majority of the matter systems of
interest this range will be a < A - the wave lengths of the emitted photons. This gives
the condition ka < 1 under which one can expand the exponent in the above integral

(0ljgc|7) :/d3r(1fik-r+...)<0|j(r)|n> = <O|jo\n>fi/d3r (k-1){0]j(r)|n) + ... (3.70)

and keep only the lowest non-vanishing term.
This is the basis of the important element of the photon emission (and as we will see
below photon absorption) treatment — the Long Wavelength Approximation (LWA).

3.2.4 Electric dipole emission

Let us discuss the photon emission rate which one should expect retaining only the lowest
term in the LWA expansion (3.70). We use

N N

N da A Ga

Jo = /dgr E [paé( ) + 6(1' — Iy pa § — (371)
a=1 2777‘11 p— mg

To evaluate matrix elements of this operator between matter eigenenergy states it is
convenient to use the commutation relation

N .2
o p .. Pg
[rLL7 Hmatter] = [raa Z 71)} =1ih—

Therefore
N N

R Ga . 1.~ - . S
Jo = Z . Pa = ﬁ[d’ Hpatter] with d = anra (3.72)
a

a=1 a=1

where d is the operator of the dipole moment of the matter system.
For the matrix element in the first term of (3.70) we therefore have
Eﬂ

— Eo ordjm) (3.73)

2 1 Ao
(Oljoln) = £<O|[d7Hmattean> =
where we used that |0) and |n) are eigenstates of H,urter. Thus to lowest order in ka

(OliIn) ~ —iw(0ld|n)
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Transitions described by these matrix elements are called electric dipole transitions. Using
this in the expression (3.60) for the photon emission rate we obtain
dNy, w3
dry 8m2c3eph
Radiation described by this formula is called electric dipole radiation.

The above expression depends on three factors - the vector of the matrix elements of
the dipole operator between the matter eigenstates,

don = <O|d|n> )

[Old[n) - A, I (3.74)

the energy difference hw between these states and the polarization Ay = of the emitted
photon. A

As we will see below the fact that the dipole operator d is a vector allows to make
many general statements concerning the resulting vector d,,, of matrix elements. For the
situation in which the initial and final states |n) and |0) are eigenstates of the angular
momentum of the matter system it will be possible to determine when d,,, is non vanishing
and to derive general relations between the components of doy, i.e. to find its direction.

The direction k of the photon emission enters the dipole emission rate Eq.(3.74) via its
dependence on the polarization vectors Ay which are perpendicular to k. It is obvious
that the angular distribution of the emitted photons is symmetric around the direction of
the vector d,,,. Moreover since Ay, are perpendicular to k, the emission rate is zero along
the line of the direction of d,,. For an arbitrary direction of k it is convenient to work
with polarization vectors Ay, and Ay, which are respectively parallel and perpendicular
to the plane defined by d,, and k. Choosing the coordinate system with d,, along its
z-axis and denoting by 6 and ¢ the spherical angles of k it is easy to see that such a choice
corresponds to Eq. (3.63). Then

|don - A, |* = |don|* sin® @ (3.75)

We plot the resulting pattern in Fig. 3.3. Clearly the emission rate with the polarization
Ak, is identically zero for all the directions of such emission

|don - Ag,> =0

2

I3

N, AN,

Figure 3.3: Angular distribution of the electric dipole radiation vs the spherical angles
0 and ¢ of the emitted photon wave vector k with the dipole matrix element vector d,,
chosen to lie along the z-axis.
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Multiplying Eq. (3.74) by hw gives the power emitted in the dipole radiation

dP wt N
dlvw = St (o[d|n) - Ay, |? (3.76)

As in our discussion following Eq. (3.65) we note that there is no explicit & dependence
in this expression and that the quantum mechanics manifests itself ”only” in the matrix
element of the dipole operator. Once again comparing with the classical expression, cf.?
one sees that this matrix element in the classical limit becomes the Fourier component of
the classical dipole moment d(t) with frequency (3.61).

Here is a pictorial representation of the classical electric dipole radiation.

https://www.youtube.com/watch?v=U0VwjKi4B6Y

3.2.5 Angular momentum and parity selection rules

In discussing photon emission by individual molecules, atoms, nuclei and subnuclear par-
ticles one deals with rotationally invariant matter Hamiltonians with eigenstates which
are also eigenstates of the total angular momentum (including the spin)

A2 A
or more precisely of its square J and one of its projections, commonly chosen as J,. The
sum here is over the components of the molecule, atom, etc, which is under consideration.
So in these (very common) cases the dipole matrix elements to be considered are

(0|d|n) — (voJo Ma|d|vyJy My) (3.77)

where we indicated explicitly the angular momentum quantum numbers and denoted by
v all the remaining ones needed to completely specify the states of the matter system.
For example levels of a particle with spin 1/2 moving in a spherically symmetric potential
and with spin-orbit coupling have 4 quantum numbers

nr7l7j7m

so v will stand in this case for n,, [ numbers.

Dipole moment is an / = 1 object. Spherical components of vectors

When the dipole operator d in the matrix element Eq. (3.77) acts on the initial state
|t1 J1M7) it creates a state which doesn’t have the same angular momentum and is in
general expected to be a superposition of states with definite J’s and M’s. The vectorial
character of d allows to determine the range of possibles values of these quantum num-
bers and to a certain extent also the coefficients in the resulting linear combination. To

8https://farside.ph.utexas.edu/teaching/em /lectures/node95.html
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demonstrates this it is useful to transform the vector d from cartesian to the so called
spherical components.
The general expressions for such components of any vector v are by definition

Vg + 10y Vg — 10y N
Vpm] = ———= , Vp=0 = Uy , Up=—] = ——=— = —Uj_; (3.78)
V2

V2 =

The scalar product of vectors in spherical components is expressed as

ab= > (-Dfaub_,= Y a.b (3.79)

u=-1,0,1 u=-1,0,1

The usefulness of forming the spherical components’ combinations can be seen especially
clear in terms of the spherical coordinates®

v, = vsin 6, cos @, vy = vsin b, sin ¢, v, = vcosb, 3.80
) Y )

so that

1 , /4
Vg = U COS 91) , U1 = :FEU Sinaveild)v - vy = % UYllL(Qv) n= 1307 -1
(3.81)

emphasizing that three components of a vector behave under rotations as Y7,. In the
group theoretical terminology one says that vectors transform as j = 1 representation of
the group O(3) of rotations.

This of course holds true also for the vector d of the electric dipole moment. Let us
now explore the consequences of this insight.

Dipole angular momentum selection rules - hydrogen atom first

Let us start with a simplest case of electric dipole transitions in a hydrogen atom. With
its single electron the dipole operator and its spherical components in this simple system
are just

A 4

d=er — czuze ?TYm(aﬁ)

We can ignore the spin and consider dipole transitions between the orbital eigenstates of
the hydrogen atom
In,1,m) = [n',1',m)

with the coordinate representation of these states having the familiar form

(rln,l,m) = Rpi(1)Yim (0, )

In this representation electric dipole operator acting on the initial state |n,l, m) results
in a state d,|n,l, m) which in the coordinate representation is

<I‘|CZH|TL7 la m> = ﬁearl(r)Ylﬂ(gv (b)}/lm(aa ¢) (382)

9Note that the subscript v in the angles here indicates that they are not necessarily the same as of the
real space coordinate vector {z,y, z}.
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Let us use the intuition from the quantum angular momentum algebra and view the
product of the two spherical harmonics Y7, Y}, as an eigenfunction of the (quantum) sum
of two angular momenta ¢; = 1 and ¢5 = [. As we know the resulting angular momentum
¢ has possible values given by

l—1,1,141 with the projection p+m

Continuing with this understanding we expect that the state cf“\n, [,m) is a linear com-
bination of states with the above values of ¢ and its projection.

Forming the dipole matrix element (n’,l’,m’ \ciﬂn,l,m) means that the final state
|n',l',m') is projected on this linear combination. The resulting overlap should be zero
unless the final angular momentum I’m’ is equal to one of the above values, i.e. satisfy
the familiar triangular rule of adding angular momenta

-1 <UI'<li+1, m'=m+up (3.83)
Formally these considerations are supported and extended by using the known expansion
of the product of two spherical harmonics Y71,.m, (0, #)Yi,m, (6, ¢) viewed as a function of
the angles 0, ¢ in terms of the complete set {Y7r(6,6)}

Vi my (0, 0)Yigm, (0 Z Z Gy Y (0, ¢) (3.84)

L=0 M=

where G%’I’ll?mz are the so called Gaunt coefficients which are proportional to the respec-
tive Clebsh-Gordan (CG) coefficients, cf. Ref.[5], p.57

GY = a(ly, b, L)(LM|lymy, lymy) (3.85)

Here the proportionality factor a(l1,l2, L) doesn’t depend on the projections mq,ma, M.
The CG coeflicient is zero unless

‘ll—lg|§L§ll+lz and M:m1+m2

which constraints the sum over L in the expansion (3.84) and removes the sum over M.
When applied to our case, Eq. (3.82), with the product Y7,Y,, one recovers what we
have guessed using qualitative arguments, i.e. the rules (3.83). These are called electric
dipole angular momentum selection rules. In words they state that only transition with
at most one unit change in the angular momentum are allowed, i.e Al = 0,+1. Below
we will complete the discussion of these rules by examining also the consequences of the
parity conservation.

Let us further observe that the dependence of the Gaunt coefficients on the angular
momentum projection quantum numbers M, mq, mo enter only via the CG coefficient.
To see what this means for the electric dipole transitions let us sketch schematically the
calculation of the dipole matrix element (n’,1’, m’ |czu\n, I,m). We will need to calculate

(/U m!|d|n, 1, m) = /(radial part) /(angular part) (3.86)
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where

4 oo
/(radial part) = e4/ ?ﬂ / r2dr R, (r)r Ry (1)
0

(3.87)
/ (angular part) — / Y (8, 6)Y1(8, 6) Vi (8, 6) sin 68

Expansion (3.84) shows that the angular integral equals the appropriate Gaunt coefficient
G Using Eq. (3.85) we see that

(' |1, m) = {lm, LpafU'm' (|l (3.88)

where we introduced the common notation (n’l’||d||nl) called reduced matrix element for
the part of the full matrix element which is independent of m, m’ and p. In the present
case it is the product of the radial part in (3.87) and the factor a(l,1,1’) in the relation
(3.85).

Expression (3.88) is a particular case of a more general relation known as the Wigner-
Eckart theorem which will be discussed in the next Section. It shows that the dipole
matrix element dependence on m,,m’ and p is entirely determined by known (tabulated)
CG coefficients, cf. Ref.[5].

From this it follows that if for given nl and n/l’ quantum numbers one needs to find
all the matrix elements (n',l’, m’\dﬂn, I, m) it is be enough to determine just one of them,
say, with m = m/, u = 0. Using its value one can calculate the reduced matrix element
(n'l'||d]|nl) and then all the (20 + 1) x 3 via the relation Eq. (3.88) with appropriate CG
coefficients.

We also note that for given initial and final states the selection rules Eq. (3.83) show
that only one spherical component of the vector'® (n’, l’,m’\dﬂm7 I, m) is non zero, that
with u = m’ —m. Let us recall that in the present context this vector is what was denoted
(0|d|n) in the expression (3.74) for the electric dipole emission rate. We then conclude
that the scalar product <O|a|n> - A in that expression has correspondingly only one term
<O|czu\n>)\; with that g and the angular distribution is given by the angular dependence
of [\l

Let us consider as an example the case of transitions between states with equal m = m’
for which the only non zero matrix element is (n/, 1, m|do|n,1,m). This is (0|d,|n) in the
notation of Eq. (3.74) and correspondingly the angular distribution of the emitted photons
is given by A2 which for the choice (3.63) of A; is given by Eq. (3.75) and zero for As.
More examples and details will be considered in tutorials and homework.

Dipole parity selection rule - hydrogen atom first

Let us now examine limitations which parity conservation imposes on the possible final
states of electric dipole transitions from a given initial state. We start by noticing that
under the parity transformation r — —r, i.e. under mirror reflection

T,Y, 2 — —T,—Y,—Z (3.89)

10We use the term ”vector” for complex valued matrix elements of the dipole operator d for the brevity
of presentation. It is the relative size of its three components that will be of our interest
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of the coordinate system the electric dipole operator changes sign d — —d. Let us make
this coordinate change in the integral Eq. (3.86). In spherical coordinates this change is

r0, ¢ — rm—0,0+m

so that the radial part doesn’t change while the spherical harmonics transform as'!

Yim(e,([ﬁ) - Yim(ﬂ-_eaé—"_ﬂ-) = (_1)l}/lm(9a¢) (390)

The result is that the entire integral on the r.h.s. of Eq. (3.86) is equal to itself multiplied
by —(—1)!(=1)". This of course means that it is zero and together with it the matrix
element (n',l',m’|d,|n,l,m) is zero unless

(-D'(-1)" =-1 (3.91)

i.e. I’ and [ are of opposite parity (i.e. odd vs even or even vs odd). This is called parity
selection rule. Taken together with the angular momentum we find that electric dipole
selection rules can be formulated as

I'=1+1 (3.92)

In Fig.3.4 we show examples of electric dipole transitions

A
E n s p d f
00eV—Fo =—=====  =—=====  =-=-==== =-=-=-==-
-0,85eV—T 4
-151ev—3
-34ev—1 2
-136eV—1

Figure 3.4: Radiative transitions in hydrogen. Only dipole transitions between adjacent
angular momentum columns are allowed, as per combined angular momentum and parity
selection rule Al = £1

11To see this start with the easy Yj; ~ sin! 8e?'? and then use Yj,, ~ i_Ylerl together with L_ being
even under r — —r to show that all Y}, transform as Y};.
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Angular momentum selection rules - general view. The Wigner-Eckart theo-
rem

In this section we will extend and formalize our discussion of the angular momentum
selection rules from the simplest case of radiative transitions in a hydrogen atom to a
general case of any physical system (e.g. multi-electron atoms, nuclei, molecules) the
Hamiltonian of which is invariant under rotations. We will show that the main relation,
Eq.(3.88) holds for such systems with all its consequences.

The general structure of the eigenstates in systems with rotationally invariant Hamil-
tonian is |[vJM), cf., Eq.(3.77), with v denoting all the quantum numbers needed to
specify this state apart of the angular momentum J and its projection M. What this
structure means is that under O(3) rotations these states transform as

O (am)|p M) = ¢ |y 70y — Z D, (am)[w g M)
M/'=—J (3.93)

D10y (an) = (I M€ 170

i.e. the multiplets of states with different J’s do not mix. Here we denoted by « the angle
of rotation and by the unit vector n the direction of the rotation axis.

In our discussions of the hydrogen atom case we have seen that the vector character
of the dipole operator, i.e. its behavior under rotations played a very important part. We
will now generalize this discussion. Let us recall that under any unitary transformation
which transforms wavefunctions as [¢)) — Ut the operators transform as U fU~!. This
is trivially seen by considering how the states obtained by acting with f transform

flv)y = Uflp)y = UfUU|Y)

which demonstrates that indeed U fU ~1 acting on transformed wavefunctions U|v)) pro-
duces the correctly transformed result.

Following this understanding one defines spherical tensor operators Tju as a set of
2j + 1 operators which transform among themselves under O(3) rotations

U_l(an)f’ Ul ZDW an) T,

Obviously the electric dipole operator ciu is an example of the spherical tensor Tj u With
rank j = 1. In the following section we will encounter examples of electric and magnetic
multipole operators which will correspond to spherical tensors 7T;, with higher rank j.
One also encounters similar expansions of physical operators in terms of spherical tensor
operators Tj# in other fields of physics, e.g. in the context of atomic and nuclear shell
models.

To understand the properties of the spherical tensor operators let us examine how the
state which is obtained when Tj,, acts on |[vJM) behaves under rotations

UTjulvIM) = UT; U U I M) => "> " D3 Dipa T [v I M)
M’
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The product of the two D matrices appearing here is identical to what would be obtained
when rotating the direct product of states with angular momentum j, 4 and J, M. This
suggests that Tju acting on |vJM) generates a state having total angular momentum
equal (quantum mechanically) to the sum of j, u and J, M. This would mean that in the
matrix

W' J'M'|Tj,|vJ M) (3.94)

only matrix elements satisfying the quantum mechanical rules of summing the angular
momenta
J—jl<T <h+j, M=M+m (3.95)

can be non zero.

These intuitive expectations find rigorous proof in the classic Wigner-Eckart theorem.
It generalizes the equality Eq. (3.88) to matrix elements (3.94), i.e. to the most general
spherical tensor operators and eigenstates of any physical system with spherical symmetry

(W I M| T, v I MY = (5 M|, JM) (T[]0 (3.96)

Here (J'M'|jm, JM) are the Clebsh-Gordan coefficients and the notation (/.J'||T}||v.J)
called reduced matrixz elements stands for the parts of the full matrix elements which are
independent of the projections M, M’ and m. This dependence is fully incorporated in the
CG coefficients which also carry the information about the angular momentum selection
rules, Eq. (3.95).

As in the hydrogen atom case the reduced matrix elements represent the orientation
independent context of the original matrix elements, Eq.(3.94). To find them it is enough
to calculate (v J' M'|Tj,|vJ M) for one particular set of values of M, m, M’ = M +m and
divide the result by the corresponding CG coefficient. For fixed vJ and v’J’ this amounts
to just one calculation to determine all the (2J 4 1) x (2 + 1) matrix elements in the left
hand side of the relation (3.96) via the (known, tabulated) CG coefficients.

Finally let us note that the formal proof of Eq. (3.96) can be found in many references,
e.g. p.252 in Ref. [7].

An aside - review of the parity symmetry

In our discussion of the parity selection rules in hydrogen atom they looked like a special
case depending on the behavior of the spherical harmonics Y}, (6, ¢) under the trans-
formation of the angles, Eq. (3.90). We now wish to generalized these considerations to
photon radiation in more complicated systems.

Parity transformation is an inversion transformation of a coordinate system in which
all of its axes change signs, e.g. Eq.(3.89). Let us note that in two dimensions this
transformation can be accomplished by a 7 rotation of the axis. This is not so in three
dimensions where the coordinate system changes from right-handed to left-handed. This
is the reason the parity transformation probes additional features in three dimensional
physical systems.

Let us note that technically the coordinate inversion can be achieved by a reflection in
any plane, followed by a m rotation about an axis normal to this plane. We also note that
under coordinate inversion vectors are expected to change signs, cf., Fig.3.5. However as
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we will see below there exist a category of vectors which do not change signs under parity
transformation. Such vectors are called axial vectors or pseudo-vectors to distinguish from
the real vectors also called polar vectors.

Xx'==x b4 (x,y,2) X (x',y',2"
y'==y P
. y —>» vy
'=-2
X
ZI

Figure 3.5: Parity transformation - the same physics (e.g. the same particle position,
momentum, etc) is seen in the inverted coordinate axes system with r — —r, p — —p etc

Is the nature invariant with respect to the parity transformation? Historically this was
a very important question and the brief answer is that physical systems interacting via
gravity, electromagnetic and strong interactions are invariant but the weak interactions
violate this. It is beyond the scope of these lectures to go into the details of this statement,
cf., Ref. [8]. Rather let us remain in the framework of what we study and examine this

issue starting with the Hamiltonian given by Eq.(3.1). We observe that this Hamiltonian
remains invariant if we change

Yo = —T4 , P,— —P, A(r)— —-A(-r), E(r) > —E(-r) (3.97)

which is obviously the parity transformation. The extension to the remaining part His,
Eq.(3.10) of the (non relativistic) matter-EM field Hamiltonian is discussed in the Ap-
pendix 3.3.2 where it is shown that magnetic field B(r) and particles’ angular momenta
1, and spins s, are axial vectors, i.e. they do not change under the coordinate inversion.

Let us now consider what does the invariance of the Hamiltonian under the parity
transformation imply. It will be sufficient for our goals to limit the discussion to the
matter part of the Hamiltonian ﬁmattar in Eq. (3.5). We introduce the parity operator
by defining its action on the wavefunctions of the matter particles

Pijp(r1,01512,00; T, ON) = 1h(—T1,01; —T2,02; .; —TN, ON) (3.98)
or formally )
<r1a 015--sTN, 0N|P‘11[}> = <7r17 0155 7IN, O'N|1/)>
Here o’s denote the particle spin variables (e.g. for spin 1/2 they are 0 = +1/2) and we

used the axial vector nature of the spins.
Clearly

which means that
pP=p! (3.99)
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As usual with symmetries the invariance of the matter Hamiltonian under the parity
transformation means that to transform the result of H acting on any |¢) will produce
the same result as of H acting on the transformed |1}

P (I;[matter|w>) = I:Imatterp|w> (3100)

Formally this means

pﬁmatter - AmatterP — [Hmatte'r 5 P] =0 (3101)

or using (3.99) o o
PHmatterP = Hmatter

Eigenstates of such Hamiltonian are or can be chosen to be eigenstates of P. Indeed,
acting with P

-Hmatter|n> = En|n> — pﬁmatter|n> = Enp|n> — I;[matterp‘n> - Enp|n>

we see that if |n) is an eigenstate of H,patter SO is P\n) with the same eigenenergy FE,,.
This implies one of the two possibilities - either P|n) is proportional to |n)

P|n) = const|n)
or it is a different state. In the former case we find
P2|n) = constP|n) = const?|n)

and since P? = 1 have const? =1 — const = %1.
When Pn) is a different state from |n) we have degeneracy and can form linear
combinations of these states

1 .
[n)s = 5 (1% P)jn)
which are eigenstates of P
A1 - 1 1 .
Pln)y = P§(1 + P)|n) = §(P + P%)|n) = i§(1 + P)|n) = £|n)+ (3.102)

exactly as in the non degenerate case.

Parity selection rule - general view

We now want to learn what limitations the parity symmetry imposes on the dipole matrix
elements in the expression (3.74). Following the discussion in the previous section we can
assume that the states |0]) and |n) have well defined parity which we denote respectively
by P; and F;. Then using

P?2=1 and Pdn)=—dPn)
we can write

(0ldjn) = (0[P*djn) = ((01P) (Pdin)) = ~(~1)™ (~1)"(0ld|n) (3.103)
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This means that must have
(=D (=nP = -1 (3.104)

in order to have non zero dipole matrix element (0|a|n>

The above relation for the parities of the initial and final states of the transition is
called dipole parity selection rule. Together with the dipole angular momentum selection
rule they impose fairly stringent limitations on the allowed pairs of matter states which
can be ”connected” by non zero radiative dipole transitions.

To conclude this section we note that formal manipulations in (3.103) actually take a
very simple form if we write explicitly the dipole matrix elements as integrals

N
<O\&\n> = Z /w{;(rlal,...,rno’n) [anra] U (r101, .o Tpoy) diry....dry,
a=1

T1,..,0ON
where o’s denote the spin variables. Changing the integration variables r, = —r/, and
using
/ / P, / /
¢n(—r101, ey _rnU'n) = (_1) wn(rlala ey I‘,,LO'»,L)

reproduces the formal arguments of Eq. (3.103).
In the following sections the above discussion will help to derive the parity selection
rules for higher terms in the long wavelength expansion Eq. (3.70).

3.2.6 ”Forbidden” (higher multipole) transitions

When the dipole matrix element between a pair of states |n;) and |n;) vanishes because
of the selection rules the radiative transitions between such states are traditionally called
forbidden. But of course there is a possibility that the transitions still occur via higher
order terms in the long-wavelength expansion (3.70) of <O|jk “Aka )

In this section we examine the next order term after the dipole in this expansion. This
term is

—i(0] / d*r (k-r)(§(r) - A, )n) (3.105)

It is useful to transform the integrand (omitting the subscript of A and using the summa-
tion convention)

3 o 1 5 5 A A
(k- 1)(J - A) = Kar jsAs = Shids[(rus +7sji) + (rifs = 7o) (3.106)
We shall consider the two parts of this expression separately.

Electric quadrupole transitions

We start by considering the symmetric term in (3.106). This term contributes

—%kms / d3r(0]rjs(r) + 731 (r)|n) (3.107)
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in the transition matrix element (3.105). We will transform this expression using the
continuity equation for the operators p and j
aﬁ(rv t) s ajm

= -V -j(r,t) = —=— (with summation over repeated indices)
ot Orm

Let us consider

/dSr rm% = —/d?’r Tsmgiim == /dgr[éms” + 750mi)jm = /d?’r[ﬁjs + 7sj1]

where we used the continuity equation followed by integration by parts. This resulting
relation allows to express the matrix element of the symmetric term (3.107) as

_t 3 9p
2kl)\s/d 7 1r1r{0] 5t |n)

Using the Heisenberg equation for p we can write

En - EO

7 (0lpln) = —iw{0]p|n)

ap, . 1 —
(01511 = = 0l[p, Himatrer]In) =

With this the symmetric term becomes
w 3 ~
—5161/\5 d’rrirs(0|p|n) (3.108)
Using k- A = k;\; = 0 this can be written

1 .
fgms/d% (rirs = 301r) (0] pln) = f%kl)\s<O|le|n> (3.109)

where le are components of the operator of the electric quadrupole tensor of the radiation
emitting matter

N
Qus = / &r (3117 — G1*)p(r) = Y qa(3raura s — G1s72) (3.110)
a=1

The emitted photon parameters enter via the factor (w/6)k;\s in Eq.(3.109) while the
matter is represented by the electric quadrupole moment operator. Radiative transitions
arising through this term are called electric quadrupole transitions.

Electric quadrupole moment is an ¢ = 2 object. Selection rules

Electric quadrupole moment is a symmetric traceless tensor. This means that it has 5
independent components which transform between themselves under rotations. This is
similar to the 5 components of the second order spherical harmonic Y5, or in a more
formal language to the 5 components of the £ = 2 representation (multiplet) of the group
of rotations.



Version of April 11, 2023 147

To see the relation it is useful to step back to Eq.(3.108), write the product r;rs in
spherical components
47

T Tt = ?TZYLm(Q)YLm/ (Q) with m,m' = -1,0,1

and use the relations Eqs. (3.84,3.85) for [ =l =1

Vi ()Y (Q) = > a(l, L) {Ipll,m;1,m )Y, (Q) , p=m-+m'
1=0,1,2
where in this case 3
a(1,1,]) = ————=(10|1,0; 1,0)
A (20 + 1)

Here the allowed values of [ = 0, 1, 2 in the sum correspond to adding two units of angular
momenta and are formally dictated by the CG coefficients. The [ = 1 term in the sum
vanishes since (10|1,0;1,0) = 0 reflecting the vanishing of the antisymmetric (vector)
product of two identical vectors Yi,,, cf, Ref.[5]. In the | = 0 term (the scalar product)
the corresponding CG coefficient (00|1,0;1,0) ~ 0., —pys and since 1,7, enter Eq. (3.108)
when written in spherical components as

E [N N

m,m’=—1,0,1

it vanishes (as with such terms earlier) due to orthogonality k - A = 0.

We are thus left with only I = 2 term which shows that in spherical components the
cartesian tensor of the quadrupole moment becomes (a linear combination of) the five
components of the spherical representation of this tensor'?

A 4m 9 . 3 ir & 9
Qop = ?/7‘ Yo, (0, $)p(r) d*r = ?anram(aa,%) (3.111)
a=1

Summarizing the above and using (20|1,0;1,0) = 1/2/3 we have for Eq. (3.108)

—%kl)\s/d3rrlrs<0|ﬁ|n> =

y R (3.112)
= - D, (U, A){0|Q2,|7)
wé; g '
where we denoted
Ou( ) = DD Cullmi L)k =
m,m’=—1,0,1
- (3.113)
- \/; > @ultms L m) kYL ()N,
m,m’'=—1,0,1

12Explicit expressions relating the spherical components Q2u to the Cartesian Qs, Eq.(3.110) are

QQO = _(1/2)sz 5 Q2,:t1 = i(l/\/é)(sz + 1Qyz) 3 QZ,j:Q = —(1/2\/6)(693”3 - ny + 27:Qacy)
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The above expression is useful for finding the selection rules for electric quadrupole tran-
sitions in physical systems with eigenstates having definite angular momentum values

(01Qapln) — (V' J' M'|Qaplv I M) (3.114)

Using the Wigner-Eckart theorem, Eq. (3.96), for the operator of the electric quadrupole
moment one has

(W I M |Quulv I M) = (J'M' |20, TM) (V' || Qa1

which shows that the angular momentum selection rules for transitions with this operator,
i.e. for electric quadrupole transitions are

J=1J=2,J+2 , M =M+yu (3.115)

Applying the parity transformation r, - —r,, a =1,...,N to le , Eq. (3.110) we see
that it does not change. Thus the parity selection rule for electric quadrupole transitions
is

P; =P, (3.116)

This rule which is ”opposite” to the dipole selection rule, Eq.(3.104), is the main reason
why the electric quadrupole and magnetic dipole transitions explained below are the
leading mechanisms for the transition, which are forbidden by the dipole selection rules.
Since related to higher order terms in the long wavelength expansion, Eq.(3.70) such
transitions have order of magnitude smaller transition rates in the small ka parameter
than the allowed dipole transitions.

This is of course for the levels which satisfy the angular momentum selection rules,
Eq. (3.115). Transitions between levels with larger angular momentum differences are
controlled by higher terms in the LWA expansion, which are correspondingly weaker, cf.,
our discussion below and Ref. [3]. In this respect an interesting situation arises when a
matter system has a low lying high angular momentum state. If all the levels below such
state have low angular momenta this state will have a long radiative lifetime. Such states
are called isomeric and are metastable if probabilities of non radiative transitions (e.g.
via collisions in gases or phonon emission in solids) are small too.

Angular distribution of electric quadrupole radiation

Let us now briefly discuss the angular distribution of photons emitted in electric quadrupole
transitions in the very common case when the relation (3.114) is valid. Since in this case
w is fixed, p = M’ — M only one term will remain in the sum in Eq. (3.112). The angular
distribution is obviously given by the corresponding function ®,,(2x, A) with the depen-
dence on the angles of the polarization vectors as given e.g. by the relations Eq. (3.63).
The spherical components of the latter are

cos feti®

V2o
jeti¢

7 ;

(A)p=+1=F (A1) =0 = —siné

(A2)u:i1 = — ()\g)uzo =0
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As an example let us consider transitions with M = M’, u = 0. Using

m3m? —1
V6

one finds that the sum in (??) is —3sin @ cos @ for the A; photon polarization while it van-
ishes for As. Accordingly the corresponding angular distributions in electric quadrupole
transitions are

dN dNj
KL gin? g cos? 6 , Tk

- 11
s =0 (3.117)

cf., Fig. 3.6.

z axis

(z,y) plane

Figure 3.6: Angular distribution of electric quadrupole radiation with A; polarization,
cf., Eq.(3.117) plotted in a similar way as in Fig.3.3. Note that the independence of
the azimuthal angle ¢ means that the 3D version of this figure is obtained by rotating it
around the z-axis.

Magnetic dipole transitions

The antisymmetric part of (3.106) is conveniently expressed via vector products
1 R N L1 .
ik‘l)\m(rum — i) = §kl)\melmn(r X J)n = i(k X A) - (rx]j) (3.118)
which will contribute in Eq. (3.105) as
1 A
ik x Age,) - (0] /d3r(r < 500)) ) (3.119)
The emitted photon parameters enter via the factor (k x Ay ) while the matter is repre-

sented by the magnetic dipole moment of the current generated by the orbital motion of
the matter constituents,

2m m
a=1 @ a=1 a

N N
1 3 N 1 qa ~ ~ da A
E/dr(rx_](r)):§z [—paxra+raxpa]:z2 (ra X P,)-
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At this stage it is important to recall the interaction term Hys, Eq. (3.23) which we have
not treated so far. This term also depends on the magnetic moments of the matter
constituents. However not the ones generated by the orbital motion but rather by their
intrinsic motion, i.e. their spins.

The contribution of H;s to the transition matrix element is straightforward to derive
just following the same steps which led us to the expression (3.58) for (f|H,|i) with the
result

. 1/2
(f|Hisli) = —i ( ) (k x A,,) - (Olm_y[n) (3.120)

where

N
ﬁlk _ /ﬁl(r)e_ik'r d37' _ Zﬂae—ik-ra
a=1

In the long wavelength limit

N
(OPm_y|n) ~ (Ofring|n) = <0|/d3rﬁ1(r) [n) = (01 Y saln)

a=1
Taking this term into account the expression (3.119) becomes

~ifk X Agg,) - (O]M]n)

with
(3.121)

N
~ 1 A ~ q. ~ N
M = /d3r [2 (r X J(r)) + m(r)} = ; [Znia (ro X Pg) + i1,
Radiative transitions arising through this term are called magnetic dipole transitions.

Electrons in atoms have equal charge to mass ratio e/m so the orbital part of this
expression reduces to

N
e . e -
a=1
while the spin part
N e & e
(] frd —_— Aa frng 7S 3.123
2 ng;S 95, (3.123)

where L and S are respectively the total orbital angular momentum and the spin of the
emitting matter system. In the spin part expression, Eq. (3.123) we used the gyromagnetic
ratio g(e/2m) to relate intrinsic magnetic moments to the spins. The part e/2m denotes
the classical value while g - known as the g-factor - is the dimensionless quantity to
account for deviations from the classical g = 1 value. Dirac relativistic equation for spin
1/2 particles predicts the value g = 2 while field theoretical corrections change it slightly
tog=2(1+a/2r+ ) ~2.002319... where o = 1/137.
The expression (3.121) for electrons is therefore
e

— (kX N, ) - (O|L + ¢S|n) (3.124)
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i.e. it is proportional to the matrix element of the combination L+ gS ~ L + 2S of the
electronic angular momentum and spin.

Selection rules and angular distribution of magnetic dipole transitions

Let us now focus as in the electric dipole and quadrupole transitions on emitting systems
with eigenstates having defined angular momentum values

(0M|n) — /', J, M'|M,,|v, J,M) , p=—1,0,1 (3.125)

where we also introduced the spherical components of the vector M. The angular mo-
mentum selection rules are obviously

J=|J=1],..,J+1 , M'=M+pu (3.126)

as in the electric dipole case.

However the parity selection rule is different. Indeed the magnetic dipole is a pseudo
vector as it does not change under the parity transformation r - —r ,p — —p. Therefore
the parity will not change in the transitions i.e. the magnetic dipole parity selection rule
is

P =P

Let us also note the following. One can rewrite the operator L+ gg in Eq. (3.124) as
L+S+(g—1)S=J+(g—1)S where J is the total angular momentum. In emitting
systems with eigenstates as in Eq. (3.125) the operator J can not cause transitions so that
the magnetic dipole emission must go via ”spin-flips”, i.e. (in conventional language)
via the change of the spin projection S,. That in turn means that spin must not be a
conserved quantity in the eigenstates of Eq. (3.125). Which implies that there must be a
spin-orbit interaction in the matter Hamiltonian of the emitting system. Thus magnetic
dipole emission is the measure of such an interaction.

Finally let us address the angular distribution of photons emitted in magnetic dipole
transitions. This is determined by the angular dependence of the components of the vector
(kx Ay,,) in Eq. (3.121) which are weighted by the vector of the matrix elements (0|M|n).
Noting that our favorite choice Eq. (3.63) of polarizations form right handed system of
unit vectors with the direction of k we deduce that the vectors (k x Ay ) with a = 1 and
a = 2 are respectively proportional to Ay, and Ay,. Therefore the angular distribution

of the expression (3.121) is identical to the electric dipole one with (0|d|n) replaced by
(0|M|n) and appropriate adjustment of the polarization vectors.

General multipole expansion

What we have seen so far in our discussions of the electric dipole and quadrupole and
magnetic dipole emissions is essentially a transformation of the terms in the Taylor ex-
pansion (3.70) to the expansion in terms of "angular” multipoles. The reason the latter
is more appropriate is that the small parameter of the long wavelength expansion ka < 1
concerns the "radial size” a of the system, |r| < a with obviously no limitation on the an-
gles. Perhaps the simplest familiar example of this is a "move” from the Taylor expansion
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of the Coulomb potential

¢(r) _ 1 / p(r/)/ d3,r/

47T€0 r'<a ‘I'_I' |
outside” of a charge distribution, » > a to the multiple expansion

1
dmegr

Taylor expansion — ¢(r) =

/p(r’)(l +ror/r? 4 l)dr
'\ ME
Multipole expansion — ¢(r) 471_60 Z Z llﬁ Yim (§2)

(3.127)

with

ME = 214—7; 1 /rlp(r)Yf;n(Qr)d?’r — multipole electric moments
In deriving the latter expression one uses the known expansion of 1/|r — r’| into a sum
of products Yy, (Q,)Y;},(£,+) which allows to factorize the outside r > a and the inside
r’" < a regions. The result is the Coulomb potential represented as a sum of multipole
potentials which the electric multipole moments Ml}fn generate.

Returning to our problem we want to find a similar multipole expansion for the ex-
pressions Eqgs. (3.58) and (3.120). Let’s concentrate on the former and consider

kA= /d?’rj(r) e kT (3.128)

Rather than expanding exp(—ik-r) in Taylor series as we have done in Eq. (3.70) we shall
use

oo l
exp(—ik - T) = Z Z 0) g1 (k1) Yim () Y (1)

where the spherical Bessel functions are g;(kr) = \/m/2kr.J; 11 /2(kr). With this expansion
of the exponent

J A= 47TZ Z Z ) Y () /d r gi(kr) g (r)Yin, () (3.129)

=0 m=—lqg=-1

where we used the spherical components of the vectors A and j

The resulting expression (3.129) for jk - A has similar features with the multiple ex-
pansion Eq. (3.127) of the Coulomb potential. It is a sum of terms each factorized in
the product of components depending on the photon variables k and A and the matter
variables j(r). One still has the matter component depending on k via g;(kr) but this will
decouple in the long wavelength approximation (LWA) kr < 1 for which g;(kr) ~ klr!
when the matrix element <0|jk|n> - A is considered.

The remaining problem in the expansion Eq. (3.129) is that photon and matter com-
ponents in each term do not have definite multipolarities. This is most obvious in the
photon related parts which transform under rotations as a product of Y;,,(€2;) and A4,
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i.e. as a sum of representations [ — 1,/ and [ 4+ 1. The technical reason for this is trivially
obvious - the photon related Y, () is coupled to the matter related Y% (Q,) and A,
to j;‘ (r). What one needs is to "recouple” the products into the photon and the matter
groups. This can be done using the Clebsch-Gordan completeness relation, cf., Ref. [3],
p. 338,

> (tm, 1g|I1LM)(ILLM|Im/1q") = Sy Ggq
LM

Inserting it into Eq. (3.129) one obtains

Sk A =47 > (=)' o (s A Moy (3.130)
LM

where with g;(kr) ~ (kr)! /(20 + 1)!! in the long wavelength limit have

20+ D!

Qi (g, A) = Z(lm, 1q|llLM>lelm(Qk)/\q , =L, L+1, (3.131)
m,q
and
R 1 ~
Mpyg = Z /d?’r Tl<l1LM|lm'1q/>j;, )Y, () , I=L,L+t1, (3.132)
m/’q/

The values of [ = L, L + 1 in both expression correspond of course to the vector addition
of a unit angular momentum of the vectors A and j to the I of Y},,,(Q) and ¥7,,(€2,.)
respectively.

The general expansion (3.130) has the structure we were looking for. Both ®1,s.;(2, A)
and M .M, transform as the M components of the L-th representation of rotations. While
it is obvious for the photon components a bit more work is needed to show this for the
integral representing My, w,i- This is left as an exercise.

It is useful to consider a few simple cases.
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Monopole emission

Starting with the L = 0 term it is easy to show that it vanishes. Indeed for L = 0 have
M =0 — m = —qand only | = 1 as a possible value. So k'Y, (Q%) — kY1 () ~ km
and
Doo1 ~ Y (1) kmAm =k-A=0
m

So - no monopole photon emission. One can intuitively relate this to the fact that pho-
tons have spin 1 - one can’t emit a photon without changing the emission system angular
momentum by at least one unit.

Dipole emission
The terms with L =1 have [ =0 and [ = 1. For [ = 0 have

Diari—0 ~ s, Miari—o N/d?”“ﬁw(r)

recovering the electric dipole case, cf. Eq.(3.73).
For the [ = 1 value one has

Oinrimt =k Y (1 M — ¢, 1g[111M) Y1 () Anr—g ~ (K X X)as
q

~ 1 : Sk * 0
Mussics =5 3 [ QML 0 - 10115005020 ~ [ € x50
q

i.e. the magnetic dipole emission.

Higher multipoles

Discussions of the higher values of L cf., Ref.[3], p.376, confirms this pattern - the
Il = L terms correspond to magnetic multipoles while the | = L £+ 1 terms are electric
radiation terms. So the sum over L in Eq.(3.130) is the sum over different multipoles
of the matter ”vibrations” (quantum mechanical transition matrix elements) causing the
photon emission.

Angular distribution, selection rules of the general multipole terms

The expression (3.131) for @11 (2, A) can be interpreted as the probability amplitude of
the photon emitted by the [, L matter multipole into the solid angle €2; with polarization
A. It reflects the expectation that the total angular momentum of a photon is a sum of
its orbital angular momentum (encoded in Y7,,(€)) and its unit spin (associated with
the polarization vector).

Angular momentum selection rules for the terms in the expansion Eq. (3.130) follow
by applying the Wigner-Eckart theorem to matrix elements of the multipole moments
operators between matter eigenstates with defined angular momentum values

v, j,m) = (j'm/|LM, jm)(v/", || M| |v, 5) (3.133)

<l/7 jlv m/|MLM,l
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From this we have the angular momentum selection rules
IL—j| < <L+j, m=m+M (3.134)

Perhaps not surprisingly they do not involve the [ index which distinguishes between
electric and magnetic multipoles. This index is important however in the parity selection
rules. Perhaps the fastest way to see this is to observe that ®rs;(Qk, A) changes under
the parity r — —r transformation as (—1)"*! where I comes from the orbital Y, ()
while the extra minus from the polar vector of the polarization. So

(-1 = (-1 -D”

As a final remark we note that the above arguments based on the parity properties of
the photons amplitudes could be made more formal and rigorous by examining how the
matrix elements Eq. (3.133) behave under the parity transformation, cf., Ref. [3], p. 379.
3.2.7 Induced photon emission

In our discussion above of the photon emission by an excited state of quantum matter
(atom, solid, nucleus, molecule) we have assumed that prior to the emission (i.e. in the
initial state) there were no photons present in the radiation mode ka into which the
matter system emits the photon, cf. Eq. (3.56). Such an emission is called spontaneous.

Let us now consider what happens if the initial state already contained N photons
before the emission, i.e. have

1) = (M) [Nk {0k }) 1) = 10)[(NVy, + 1, {0y, 1)
With this change the calculation of the field matrix element in Eq. (3.57) becomes
<Nka + 1’ {Ok,o/}m’k”a” + dik”a//uvkoz’ {Oka}> = 6—k”,k60‘”°‘ \/ Nka +1
because of the basic matrix element of the harmonic oscillator creation operator
(N +1}afIN) =vVN +1

This produces the following result in the absolute values square of the interaction

Il = ( ) (0055 - Mg )2 (N, + 1) (3.135)

26()ka
which means that the emission rate I, ~oka is Ny, + 1 times larger than in the sponta-
neous emission case. So just the initial presence of N} photons in the radiation modes
into which the emission occurs leads to this increase of the emission rate. This effect is
called induced or stimulated emission. It is often interpreted as a quantum mechanical
effect of "bosons like to stick together”, i.e. to be in the same state and is the key to the
idea of lasers.

Very schematically this idea can be outlined as following. Assume a large number
of identical ”emitters” (e.g. atoms, molecules, etc) which can be ”continuously” excited
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to a certain energy level and then de-excite to low lying levels via photon emission. As
we learned earlier the angular distribution and polarization of the emitted photons will
depend on the angular momentum projections M and M’ of the initial and final states
but if only the initial energy is specified the M values will be random and so will be the
emitted photons directions and polarizations. This is as long as only the spontaneous
emission is considered.

If some particular photon modes ka contain a (large) number of (pre emitted) photons
then high probability (~ N} ) induced emission, i.e. "lasing” will occur into these
particular modes. Schematically the needed accumulation of photons in controlled modes
is achieved e.g. by placing the emitters in a resonator. This selects resonating modes in
which photons "bounce back and forth” before escaping.

All this is very sketchy of course. More detailed explanations are found in appropriate
quantum optics literature.

Let us note that historically it is common to write the expression for the emission rate
as a sum of the term containing the Ny ~and the term containing 1 from the sum Ny +1

I = Finduced + Fspontaneous

This the expression for the spontaneous photon emission rate (3.60) is changed to

AN AN induced AN sponteneous
di{a < d};a) +< di(a) (3.136)
with - dueed .
de induce: de sponteneous
—=a = N = 3.137
( dy ) ka ( dy ) (3137)

3.2.8 Photon absorption

Consider now the process of the photon absorption. We have
i) = [0)[Nyps ) 5 1) =) Ny, — 1,.2) (3.138)

The matrix element of H 71 between these states gives

1) = (5 ) s M, O Vi, (3.139)

2€0ka

Since A A
(nli_k - Akal0) = Olik - A, I7)”

we find equality relation 4 _ o

ngjirptlon — Fgli%ced emission (3140)
for absorption and induced emission rates of photons with the same k and A. This
relation is crucial for laser physics. Indeed it shows that having N} incident photons
(per unit time) of energy hwy a photon has an equal probability of being absorbed by
a ground-state atom or being duplicated (amplified!) via an induced emission by an
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excited-state atom. To favor emission over absorption, there need to be more excited-state
atoms than ground-state atoms. This of course doesn’t happen in thermally equilibrated
systems. A mnon equilibrium situation must be created by adding energy via a process
known as “pumping” in order to raise enough atoms to the upper level. The result called
“population inversion” leads to light amplification. Pumping may be electrical, optical or
chemical.

3.3 Appendix

3.3.1 Discrete level coupled to continuum

Here we present details of a simple non perturbative approach to deal with the Weisskopf-
Wigner model as defined in Section (3.2.1). A more general treatment of this problem is
reviewed in e.g. Ref.[2].

Neglecting coupling between continuum levels

As was described following Eq. (3.37) the crucial step/approximation in the Weisskopf-
Wigner approach is to neglect the coupling between the continuum levels, i.e. to set
Vv = 0. This means that the Hamiltonian matrix in the basis {19, ¥, } has the "bordered”
form

Ey Vo1 .. Voo
Vio E1 .. 0
Vo 0 .. E,

Here we tacitly assumed discrete values of the v index. Such matrices are easy to diag-
onalize especially when simplifying assumptions about E,’s and Vj, are made. This is
described in e.g. Ref.[1].

Markov approximation

Examining the integral expression Eq. (3.46) for the kernel K (¢) which for convenience we
rewrite here

1 — i(En—
K(t) = *ﬁ/dﬂvoﬁz’&:ge (Eo—&)t/h
we observe that the integrand is a product of in general a smooth function of £ and an
exponential which oscillates in € with the period ~ fi/t. Denoting by A the scale over

which \V0#|2|S . changes it is clear that the integral will tend to zero for long times
=
t > h/A. Under this condition the kernel K (¢) has the "range”

R
T~
A
Let us change the variable ¢’ in the integral in (3.41) to 7 =t — ¢/
deg ! / Ay !
— = K{t—t)eot)dt'= | K(1)co(t —7)dr (3.141)

dt 0 0
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For a given t only the values of ¢y(t —7) within "memory times” 7 < T of K(7) contribute
in the integral. To simplify further we next assume that cq(t) changes little over the time
T. We will address below the meaning of this assumption. When it is valid we can
approximate under the integral

Co(t — 7') ~ Co(t)

and write

% = CO(t)/O K(r)dr (3.142)

This approximation is called the Markov approximation - dynamics of ¢(t), i.e. how it
changes at the time ¢ depends only on its value at the time t and not on earlier times
t' < t,i.e., it has no memory of the past.

The integral on the right hand side of the above equation is a known function of ¢ so
the equation can be integrated but let us first make one more simplification. We will be
interested in the long time behaviour of ¢o(t) for ¢ > T. Since by assumption K(7) is
small for 7 > T we can approximate

/O " K(r)dr ~ /0 ~ K(ryar

Let us introduce the following notation for the real and imaginary part of this integral

e A e r
Im/ K(r)dr = _a¢ , Re/ K(r)dr = - (3.143)
0 h 0 2

With this we have for the time dependence of the ”persistence amplitude” of the initial
state g , 4
<¢0|\Ij(t)> _ CO(t)e—zEOt/h‘t>>T — C(O)e—z(5o+A£)t/he—Ft/2 (3144)

We will see below that I is positive so this amplitude decays exponentially with the decay
rate ['. Its phase acquires energy shift AE.

We will discuss the explicit form of A€ and T' in the next subsection. Here we note
that the time scale over which ¢y(t) changes is ~ 1/T or ~ h/AE. This our assumption
of ¢o(t) changing slowly in the interval T' = h/A means that must have

<A, AE<A (3.145)

Decay rate (width) and the energy shift of a decaying state
We now provide explicit expressions for I' and AE. Consider the integral
to

i lim K(t)dr =i lim /d5|be|2|
to—00

to—00 0

et(Eo—E)to/h _ 1

.14
Ep=¢€ go - & <3 6)

where we used Eq. (3.46) for K(t). To calculate the ¢y — oo limit we will use the following
device (cf., Ref. [4], Sec. 43). Let us shift the integration contour over & slightly into the
lower imaginary half plane (with Im € < 0), cf. dashed line in Fig.3.7
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Imé

Figure 3.7: The resulting integration contour in the ie prescription. It was obtained first
shifting the integration contour along the real axis in Eq.(3.146) to the lower Im& < 0
half-plane, then letting tg — oo for which the 1st term in the integrand vanishes and then
bringing the contour back to the real axis with a small semicircle around the singularity
point at & = &. Note that choosing the semicircular shape is a matter of convenience
allowing to obtain easily the conventional result (3.149) as explained in the text.

This can be done without changing the value of the integral since the integrand has
no singularities on the real axis'®. The integral above can then be separated into a sum

of two ‘
el(fo—f)to/h 1

[, g wa - e, g

This was not possible when the integration was over the real £ axis because each term
separately is singular at £ = &.

In the limit ¢g — oo the first integral tends to zero (due to the presence of the e
factor in its integrand) and we are left with the second integral. There we can bring the
integration over £ back to the real axis taking care that it doesn’t cross the pole at £ = &,
cf., Fig.3.7

Imé& tg

> — 1
h/ KTdT:z'/ d& |V, |? 3.147
0 ( ) contour in Fig.3.7 | 0M| “9;4;5 £ — 60 ( )

It is convenient and conventional to view the resulting integration contour in the above
integral in a following way. Let us first add a small positive imaginary quantity ie to &,
then shift the contour to the real axis (it goes under the pole so there is no problem) and
at the end consider the limit of € — 0 deforming the contour to prevent the pole crossing
it.

13To be precise one should write the definite energy integral with its limits ffmf” d€... and assume

that the contour end points (which are fixed and can’t be moved to the complex piéne) give negligible
contribution.
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This procedure is often called the ie prescription and using it we write the expression
(3.147) as

oo - 1
= ] 1 2 R ——
h/o K(r)dr zlgr(l)/dﬂvoﬂ R — (3.148)
The integral here can be transformed using the formula
J@) g (@),
6_)0/ =P j Tdaj Firf(0) (3.149)

valid for a < 0 and b > 0. Here P denotes the principle value of the integral
—€ b
73/ f dx = 111% [ da:—|—/ dx] @ (3.150)

The two terms in (3.149) correspond to the integral along the real axis with the excluded
interval —e < x < € and the integral along the semicircle of radius € around the singularity
at x = 0, cf., Fig.3.7. The value of the second term is just half of the F27if(0) from
the application of the Cauchy’s residue theorem to the full circle (or just calculating the
integral using polar coordinates Rex = r cos ¢, Imx = rsin ¢ in the complex plane).

Using this for the integral in (3.148) we arrive at the expressions (3.48) for the energy
shift AE and the width T'.

3.3.2 The Hj; part of the Hamiltonian and the parity transfor-
mation

The invariance under parity transformation of the part H 13, Eq.(3.10) of the (non rel-
ativistic) matter-EM field Hamiltonian follows since both B and the particle spins §,
do not change their signs under the parity transformation. They are axial (or pseudo)
vectors. For the magnetic field this is already seen in the Lorenz force

F=¢(E+v xB)

Since the force F = mdv/dt it must be a polar vector so must be E. In the second term
since v is polar B must be axial. This is also seen in the Maxwell equations

VxE=-0B/0t , *VxB=0E/0t+]j/e

as well as in the relation B =V x A.

Spin vectors s are axial as they are part of the total angular momentum j = 1+ s with
the orbital part 1 = r x p which obviously doesn’t change under the parity transformation.
It is not difficult to gain intuition about this peculiar property of 1. Indeed the orbital
angular momentum reflects/measures the magnitude and the direction of the ”rotational”
component with respect to the origin r = 0 in a (chosen) coordinate system of a particle
motion at a position r moving with the momentum p. Changing the particle position
r — —r and the momentum p — —p leave the direction and the magnitude of the
rotational component of the motion the same.
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Chapter 4

Quantization of the
Schrodinger Field - The Second
Quantization

4.1 Introduction

Let us consider the Schrodinger equation for a free particle

r,t h?

m% = —%szb(r,t) (4.1)
and regard it as equation for a classical field ¥ (r,t) just like we regarded the Maxwell
equations for the electromagnetic field. To remind - the Maxwell field after the quan-
tization describes free quanta - photons - which behave like quantum particles. Their
energy-momentum relation € = ¢|p| is determined by the classical dispersion relation
w = clk| of the free EM waves supplemented with the basic QM particle-wave relations
€ = hw and p = hk.

For the free Schrodinger field the dispersion relation is read off the equation (4.1) as

B hQ‘k|2

2m

which suggests that the quantization of this field will lead to the description of free quanta
with the energy-momentum relation

p2

T 2m

i.e. that of non relativistic particles. This procedure is called second quantization for
obvious reasons.

We will start by confirming this picture and then extending it to describe particles
moving in an external potential and also interacting between themselves. In the process of

162



Version of April 11, 2023 163

doing this we will discover that the formalism describes identical particles obeying boson
statistics. We will then understand how to extend the formalism to describe particle
obeying fermion statistics.

4.2 Free Schrodinger field. Quantization

The Schrodinger field ¢ (r,t) is a scalar field and in that it is simpler than the vector
EM field. It is however complex valued unlike the real valued EM field. The last feature
means that actually the equation (4.1) should be considered as a pair of equations for real
and imaginary parts or equivalently for ¢ (r) and its complex conjugate ¥*(r)

2 * 2
aw(r,t) —_ _iv%p(r’t) : _mM — _i
ot 2m ot 2m
Following the motivation outlined in the Introduction we consider the quantization of
this field. We follow the standard quantization procedure and start by identifying the
hamiltonian structure and the canonical conjugate pairs of the Schrodinger field.
We note that the pair of equations (4.2) can be regarded as the Hamiltonian pair of
equations with the Hamiltonian

ih V2*(r,t) . (4.2)

hQ 3 2
H= %/d |V (r)] (4.3)

Indeed, the variation of this expression gives

h? 3 * *
St = e [ v ) Vuee) + Vo) V)] =

2
= o [T @) + (VO] 50 (1)} (14)
Now regarding 0t (r) and d¢*(r) as independent we read off that
SH W, . 6H
50(r) = —%Vziﬁ (r) ; SO (r) —%VQT?(T) (4.5)

This shows that the pair (4.2) is indeed the Hamiltonian pair provided one considers
¥ (r) and ihy*(r) (i.e. their values at every space point r) as respectively canonically
conjugate coordinates and momenta,

oY(r,t) o0H A(ihy* (r,1)) o0H

ot s(ihgr(r,t) ot T op(rt) (4.6)

4.2.1 Separating the real and imaginary parts

The complex valuedness of 1 and ihy* presents a slight problem in applying the standard
rules of the canonical quantization procedure. A possible way to avoid this problem is to
transforms to the real and imaginary parts

¥ =Retp +ilmy ; * = Rey — ilmap (4.7)
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We will proceed with this for a little while and use it to learn how to quantize using the
original ¢ and ihip*. As we will see it will be a more convenient (and conventional) option.

One must take care that the transformation (4.7) is canonical to make sure that the
transformed variables also form a canonical pair. This is achieved by

1 R
EW(I’)‘FW(T” ; w()—\/ﬁ

with real ¢ and 7. To verify that ¢ and 7 are canonical let us use the known property!
that time independent canonical transformation from a set px, qx to Pk, Q obeys

P(r) = [6(r) — im(r)] (4.8)

> prdgr = PedQy + dF
k k
where dF is a total differential. In our case the sum over k is the integral over r so that

/ihw*(r)dw(r)dr = /zh% [¢(r)de(r) + ip(r)dm(r) — im(r)dp(r)+

1

+ 7(r)dn(r)] dr = /ﬁ(r)dqb(r)dr + d/ 1 [¢%(r) + 7°(r) + 2ig(r)m(r)] dr

showing that indeed ¢ and 7 are canonical i.e. difference of the symplectic forms in the
old and the new canonical variables is a complete differential.
Inserting (4.8) into the equations (4.2) we obtain

d9(r, h or(r, h
¢é‘; v _ —5 VPR “g; v _ S V2O(rt) - (4.9)
The Hamiltonian becomes
K2 ) I )
H=o / PriVeE)P = 5 / Br [(Vr(r)? + (Vo(r)?] (4.10)

Its variation

SH = % /d3r [Vr(r) - Vor(r) + Vo(r) - Vie(r)] =

- _% / d*r [V?7(r)om(r) + V¢(r)dp(r)] (4.11)
so that SH 5 SH 5
o e o e
5o00) va o(r) g 2mV 7(r) (4.12)
Thus we see that Egs. (4.9) indeed are in the Hamiltonian form
do(rt)  OH om(rt)  OH (4.13)
ot om(r,t) o dp(r,t) '

Lef, L. Landau and E. Lifshitz, Mechanics, Sec.45, Elsevier Ltd. 1976
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with ¢(r) as coordinates and 7(r) as momenta. These are real and we can quantize the
theory in the usual way by introducing wave functionals ¥[¢(r)] and operators which act
on them

$(r)[(r)] = d(r)¥[p(r)] ; 7(r)T[g(r)] = —iﬁ&;r)‘l%(r)} : (4.14)
with the Schrédinger equation
2 W(6(x), 1) = Hop¥[6(x), 1 (4.15)

ot

where the Hamiltonian operator is given by the expression (4.10) with ¢(r) and = (r)
replaced by the corresponding operators

h
Hop =1 / Pr (Vi) + (Vo) (4.16)
We note that the commutation relations for the operators ¢(r) and #(r) are
[6(r), $(x")] = [7(r), 7(x")] = 0

A A/*frrAr’fAr’frr:*i(w(r/)
[#(2), 6] = #(r) §(x') — $(x') #(x) = it

= —ihd(r —1’) (4.17)

4.2.2 Back to the complex valued field

As was already stated it is more convenient to work with complex valued field. Using

(4.8) we introduce non hermitian combinations of the operators ¢(r) and #(r))
. 1 1

r b(r) + i (r ; bt (r) = —[o(r) — i7(r 4.18
P(r) \/ﬁ[fb( ) +in(r)] ; ¢T(r) \/ﬁ[d)( ) — if(r)] (4.18)
We note here a clear analogy with the familiar operators @ and a™
1 1
a=——=[2+ip] , at =

\/ﬁ \/ﬁ[x Zp] )
the non hermitian combinations of coordinate and momentum operators for a single degree
of freedom.
In our case we have such combinations (4.18) for every r, i.e. for co
momentum pairs.
From the commutation relations (4.17) we have

(), ¢T ()] =6 =), [P(x),d(x")] =0 = [ (x), & ()] (4.19)

Looking back at (4.6) we observe that had we postulated the usual commutation relations
for the operators corresponding to the complex field canonical coordinates and momenta

¥ (r) and iy (r)

3 coordinate-

[b(x), i+ ()] = b (r — 1) (4.20)
we would have arrived at the same result Eq. (4.19).
As we will soon see the commutation relations (4.19) will be essentially all (well almost

all) we will need to know about the operators ) (r) and ¢ (r) in order to understand how
they act on any wave function.
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4.2.3 The Hamiltonian of the free Schrodinger field

The Hamiltonian operator is directly obtained from Eq. (4.3) by replacing ¢ (r) and *(r)
with the operators v(r) and 1" (r). One usually finds two expressions in the literature

H,y — 2% / Ervit () Vi () (4.21)

or

R h2v2 R h2 R R
Hop= [ @rit o) (< ) by = oo [ Erivwvim a2)
The difference is obviously just a ”"surface term” at large distances. This is an opera-
tor valued term so disregarding this difference means the requirement that all the wave
functions of the field will produce zero when acted upon by such ”surface” operators.

Note also the order of the operators chosen in the above expression for H,, with ¢ (r)
acting after ¥(r). As will become clear below this order of operators (called ”normal
ordering”) assures that the vacuum of the theory has zero energy.

4.2.4 The eigenstates. Field quanta are free non relativistic par-
ticles

Having established the form of the Hamiltonian operator of the theory we should proceed
to solve the Schrodinger equation of the theory

0
zh&ﬂ/(t)) = H,,| (1)) (4.23)
Note - to solve the Schriodinger equation for the quantum Schrédinger field!

The normal modes

Since H,, is time independent we can solve the above equation in a standard way by first
finding the eigenfunctions of the Schrodinger field Hamiltonian i.e. solutions of

H,,¥ = EV (4.24)

To this end we will go to the normal modes of the field. As we know from the systems with
finite number of degrees of freedom quadratic Hamiltonians become sums of independent
terms when the original degrees of freedom are transformed to the normal modes.

To find the normal modes let us recall that they are special solutions of the classical
equations in which all the degrees of freedom of the physical system oscillate with the
same frequency. Classical equations in the present case are just the field equations (4.2).
Their solutions with a given frequency ¥ (r,t) = u(r) exp(—iwt) satisty

h2
—V2u(r) + hwu(r) =0 (4.25)

2m
and can be chosen as plane waves

1 . 21.2
uy (r) = ﬁelk'r with hw = Z::L

(4.26)
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where we assumed the usual periodic boundary condition in a very large volume €2

2

= W(nx,ny.nz) with ng,n,,n, =0,%1,£2, ...

We now expand the field operators using these normal modes

’(ZJ(I’) = Zakuk Zake
” \f

1&*‘(1‘) _ Z J}; f{ fzur —-ikr (4.27)
k

The coefficients aj and &f{ in the above expansions of the field operators are obviously
operators. This expansion must be viewed as a transformation from a canonical set of

2 x 0o® operators (r) , z/?*(r) to another canonical set of 2 x co® operators ay &f{.
Using orthonormality of u)’s it is easy to invert (4.27)

ay = %/d%d}(r)e*ik'r , dl—: = %/d?’r?fﬁ(r)eik'r

Ubing the commutations (4.19) one can then find the commutation relations between d s
and a ak, ’s,

lag, apl =g+ lag, apl =0=1[ay, ay] (4.28)
which of course express the harmonic oscillator character of the normal modes for each k
and their independence for different k’s.
Diagonalizing the field Hamiltonian

Inserting the expansions (4.27) into the Hamiltonian Eq. (4.22) we obtain a sum of inde-
pendent (commuting) oscillators

Hop = ey (4.29)
k
where we have denoted the energies of the oscillator quanta
h2k’
2m

€k = (4.30)
Based on this it is trivial to find the eigenfunctions and eigenenergies of each term. Clearly
the eigenstates of this H,, are products of the familiar harmonic oscillator-like states (cf.,
Appendix, Eq. (4.159))

"k
{ng}) = H\nk =11 \%m (4.31)

k
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with eigenvalues which are

E{”k} = Z € N with each ny. =0,1,2,... (4.32)
k

So the eigenenergies of the free Schrédinger field are sums over the modes uy (r) of integer
numbers ny of quanta with energies ¢}.. To understand the physics of these quanta it is
useful to ask/determine what are their momenta. For this one must find the corresponding
operator. We deal with this in the next section.

We note that the ground state corresponds to all nj. = 0, i.e. it is the vacuum state
|0). Its energy is equal to zero which was assured by the normal ordered form of H,,
Eq. (4.22), which we have adopted. Let us also note that in this formulation the only
properties we will ever need of the vacuum state are that it gives zero when acted upon
with anyone of the operators aj. and that it is normalized

agcl0) =0, (00) =1 (4.33)

Let us also note that the most general states of the theory are linear combinations of
the eigenstates (4.31)

9) = 3 Clal{n) (434)

{nc
They may appear e.g. as solutions of the time dependent Schrodinger equation of the
field J—
ih |8§5 ) = H,,|¥(t)) (4.35)

with coefficients depending on time via the usual
Ctny ) (1) = Cpny 3 (0) exp(—i By 11/)

We note that the number of particles in the above expressions for C{”k} is given by
N = Z nk
k

It is important to note that nowhere in the formalism there appears a requirement that NV
is fixed, i.e. has the same value in the e.g. expression for the general wave function |¥).
The formalism in principle allows to have states with coherent combinations of different
particle numbers. We will address this issue in the last section.

Degeneracy of the normal modes. Spherical waves

The normal modes Eq. (4.26) are clearly infinitely degenerate having the same frequency
w for all k with the same k& = |k|. This of course follows from the degeneracy of the
solutions of the (free Schrédinger ) equation (4.25). This degeneracy means that other
sets can be chosen for a given k. The familiar spherical or cylindrical waves rather than
the plane waves would supply examples of such sets.
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Let us consider the spherical waves set of solutions
Uklm (I‘) = Rkl(T)Yi'rn(07 ¢)

with I, m the angular momentum and its projection (for a free particle) and Ry;(r) and
Yim (0, ¢) the radial and angular parts?>. We can expand the field operators using such
normal modes?®

() =) aktm urim (1,0, ¢)

klm

V) =D, Ui (16, 0) (4.36)

klm

with the operators
&klm = /d?"r'f[[)(r) u;‘;lm(rv 97 ¢) ’ &;rlm = /d37"1L+(I') uklm(ra 0; ¢)

and (as can be easily checked) the commutation relations equivalent to Eq. (4.28) with k
and k' indices replaced by kim and k'l'm’.
Inserting the expansions (4.36) into the Hamiltonian Eq. (4.22) we obtain

Hop = Z eklm&;:lm&k‘lm (437)
klm

As with the plane waves it is a sum of independent (commuting) oscillators with quanta
energies depending only on k

h2k?

2m

€klm =

i.e. equal to the energy of the plane wave quanta - reflecting the degeneracy of the normal
modes.

4.2.5 Momentum and angular momentum
Field momentum

We now discuss the total (mechanical) momentum of the Schrédinger field. To find it
expression we could go back to the classical fields and use the Noether theorem. We
prefer to find it by considering the generator of the translations r — r+a with a constant
vector a. The field operators change as 1(r) — ¥ (r 4+ a) and " (r) — ¢ (r + a). So we
are looking for the operator P,, with which

—ia P,/ { qﬁ((?) }ez‘aPop/ﬁ _ { ﬁ(aﬁ a;) } (4.38)

2Recall the solutions of the stationary Schrodinger equation for a free particle in spherical coordinates,
cf., Sakurai, Modern Quantum Mechanics, Sec.3.7, Addison-Wesley, 1994.

3For convenience we assume that k values are made discrete by imposing boundary condition in a
large spherical box
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For infinitesimal a this is
i b(r ; V)(r
=i { 0 pavinmom = { (2T )

which means that must have the commutator
P W(r) _ [ invi(r)
P Yt(r) ihVt(r)
This is achieved with the expression
P,, = / Er')t () (—=ihV ) (r) (4.39)
Indeed

o 30 - o] S 5 -

-/ dgrl{ «ﬁfs&)?—r;f)fgm(pr(i)r') }:{ hhvvwﬁ&)) }

where in the second line of the last equality we used integration by parts.

Field quanta are free nonrelativistic particles
The momentum P,, commutes with the Hamiltonian H,,, Eq. (4.22)
[Hopa Pop] =0 (4.40)

Verifying this explicitly with H,, and P,, written in terms of the field operators 1[1(1‘)

and 1[)*(1') is a good exercise which is left to the reader. Physically this is the result of
the invariance of H,, under the translation.
Let us write P, in terms of the normal modes operators G’s and a;",’s. Using the

expansions (4.27) in (4.39) we obtain

Po, = > hka iy (4.41)
k

This expression compared to Eq. (4.29) trivially shows that indeed P,, commutes with
H,,. It has the same eigenfunctions (4.31) and its eigenvalues are

k

This shows that each field quantum with energy €) carry momentum py = hk. The
energy momentum relation e(p) follows from the explicit dependence of € = h2k?/2m
on k py |2
_ 1Pk
ex(p) = om
which is the familiar energy-momentum relation of non relativistic particles. This indi-
cates that quanta of the free Schrodinger field behave like such particles.

(4.43)
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Field angular momentum

In analogy with the field momentum one can find the expression for the operator of the
field angular momentum by considering infinitesimal rotations r — r + d¢n X r with d¢ -
angle of rotation and n - unit vector along the rotation axis (with the usual ”right hand
rule” convention). As with the momentum we should look for the operator L, for which

_isenLo,n [ 0(r) } iéd)Il-Lap/h_{ P(r + d¢mn x 1) }
‘ L ) ~ e dom xx) e

For infinitesimal d¢ it is straightforward to conclude that L,, must satisfy

[“'L°”’{ «5&(2) H :{ ﬁ?i“vaff()) }:{ hzn<(vv>zf+(<)> }

This is achieved with the expression
L,y = / BT () [r! x (—ihVe)]d(r') (4.45)
Indeed

o 20 )] o SO ]

/d3r’{ O(r - r’)ih(r’ x V)
(") [—ih(r’ x Vy/)]d(r —1’)

where in the second line of the last equality we used integration by parts.
The angular momentum operator commutes with the free field Hamiltonian, Eq. (4.22)

[Hop, Lop) =0 (4.47)

The reader is advised to carry out this calculation the result of which essentially follows
from the commutativity of the "first quantized” hg = —h*V?/2m and 1 = r x (—ihV)
which enter the expressions of these operators. Physically of course it reflects the invari-
ance of the free field H,, under rotations. Another useful calculation for the reader to

work out is to verify the validity of the standard commutation relations for the components
of L,

[LOZD,i ’ LOP,j] =ih Z €ijn Lop,n (448)

Here again the corresponding commutators of 1; = [r x (—iAV)];’s which enter the expres-
sions of L,y ;’s are the "cause” of this result.

Following the experience of transforming the field momentum operator P,, to the
plane wave basis it is instructive to consider transforming the field operators in the field
angular momentum operator L,,, Eq. (4.45) to the spherical wave normal modes basis
Ukim (r) as given in Eq.(4.36). In contrast to P,, the non commutativity of different
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components of L,, leads to different forms of the expressions for different L ;’s. The
simplest is for Loy, .
Lop. = Z hm ay,, anim
klm

The expressions for Loy, , and L,y , will contain non diagonal m — m£1 terms. We leave
for the reader to work this out explicitly.

4.3 Adding external potential

So the conclusions at this stage are that the quantized free Schrodinger field describes a
collection of quanta which behave like free moving non interacting non relativistic quantum
particles. We also note that these particles are identical (see longer discussion of this
aspect in the following sections). It is therefore natural to ask how to include interactions
of the particles and how to account for their statistics?

4.3.1 The Hamiltonian

We begin by considering the Schrodinger field in the presence of an external potential.
The field equation is the familiar

OV (_

o ;—mVQ + U(r)> W(r,t) = h(r, t) (4.49)

W ith h deﬁned as

Following what we did in the case of the free field, cf., Eq.(4.2) we consider this
equation and its complex conjugate as the pair of Hamilton equations with t(r) and
ih* (r) as canonical variables and the following Hamiltonian

= [ar [ V@) + Um)h()]? (451)
Indeed from
6H::(/d3[h2<vw<>vww@>+vww%@vw@»+

+U(r) (" (r)09(r) + 597 (r)3(r))]
we find that Hamilton equations for ifgp*(r) and ¢(r)

Op(r) _ oH _ 1 _ﬁ 2(r r)Y(r
ot o] m[%N¢U+WWU]

olihy*(x))  6H R, *
a o) - {_va ¥*(r) + U(r)y (r)}

reproduce correctly the field equation (4.49) and its complex conjugate.
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On this basis we will quantize this field following the by now familiar pattern

d(r) = (), P (r) = () (4.52)

with commutation relations (4.19) and the Hamiltonian operator

Hy = [ @ [ Vit (r) - vwr)w(rwrwr)}

or in an equivalent form (cf., the remark after Eq. (4.22))

Hop = [ ¥ %) [ L e Mr)z [@ritwnie) am)

with h defined above in Eq. (4.50). As in the case of the free field the general goal of
the theory is to solve the Schrodinger equation (4.35) but with the Hamiltonian operator
given by (4.53). As always the general method of doing this is to find the eigenfunctions
of this operator.

Before this let us note that the Heisenberg equation for the field operators calculated
with the Hamiltonian H,,, Eq. (4.53) coincides in form (as they should) with the wave
equation (4.49) which we have quantized

W( t)
ot

ih

= [00,8), Hop| = Wb, 1)

with h defined in Eq. (4.50). The calculation of the commutator in this equation can be
efficiently done by commuting the operator z/}(r, t) through the elements of the expression
[ d®" Pt (x',t)hap(x',t) for H,p,. Since the only non zero commutator of ) (r,t) is with
P (r',t) we get

(00,00, Hoy| = [ @807 50 =R 0) = 1)
The Heisenberg equation for 1/1"’( t) coincides in form with complex conjugate of Eq. (4.49).

4.3.2 The eigenstates. Field quanta are particles in the external
potential

To find the eigenfunctions of the above Hamiltonian
H,,V =EV

we use the experience with the free field and look for the basis u;(r) to expand the
field operators 1&(1‘) in which H,, will become a sum of decoupled commuting terms like
Eq. (4.29) for the free field Hamiltonian. Before doing this let us briefly consider the
general aspects of changing basis.
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Changing basis

The transformation from (r) and ¢ (r) to ay and &1‘: can be viewed as a particular
example of a more general operator transformation

W(r) =Z&iui(r) , () =de u; (1) (4.54)

with {u;(r)} - any complete orthonormal basis, i.e. set of functions which obey

d;;  orthonormality (4.55)

[ ui e

Zui(r)uf(r’) = §(r —r’) completeness

Inverting the transformation
a; = / Broryui () , o = / dPrapt (r)u,(r) (4.56)

and using the commutation relations (4.19) for the field operators ¢(r) and ¢ (r) and
orthogonality of the basis set {u;(r)} one finds that the commutations of the a;,a; set
remain canonical
[ai,af] =65 , las, 4] =0=[a;,a]] (4.57)

Let us note a useful view of the expansion (4.54) as transforming ”vectors” of operators
from one basis to another. E.g. a vector ¢r (i.e the set {¢y bwith r regarded as an index)
in the operator valued Hilbert space of functions of r gets transformed to the vector {a,}
in this space with the use of the transformation matrix {uy;} (with r in u;(r) regarded as
index). The orthogonality and completeness relations (4.55) of the set {u;(r)} are just the
expressions of the unitarity of the matrix {ur;}. In Appendix we review the properties
of the operators @; and a; for a general basis set {u;(r)} and the quantum states which
they generate.

Using the expansions Eq. (4.54) in the expression Eq. (4.53) for H,,, we obtain

Hop =) hijafa, (4.58)
where
hi; = /dSTuf(r)huj(r)

are matrix elements of h in the basis u;(r).

The normal modes

We now choose u;(r)’s to be solutions of

hui (I‘) = €;U; (I‘) (459)
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These solutions are obviously the normal modes of the field described by the linear equa-
tion (4.49). Indeed in a trivial way the field configurations ¢ (r,t) = u;(r) exp(—ie;t/h)
solve the (classical) field equation (4.49), i.e. in each of these configurations all the field
degrees of freedom (indexed by r) oscillate with the same frequency ¢; /A.

We note that in the non interacting limit U(r) = 0 the operator i reduces to

LR

h:
0 2m

and w;(r)’s become the plane waves u) (r), Eq.(4.26).

It is important to observe that hg and h appear as operators acting on functions of
r. As such they are very different from the operator H,, which acts on the states of the
field 1), like e.g. the states Eq. (4.34). As was already noted the field operators are on
the one hand operators in the space of the states of the field (and in this role r is just an
index labelling these operators) and on the other hand they are functions of r on which
the operator h acts. Perhaps a helpful analogy is the quantized EM field in which the
components of E,,(r) and B,,(r) are both operators and functions of r. In the present
context for reasons which will become clear in the sections below operators like hg and h
will often be called single particle operators and the bases of functions like u (r) or u;(r)
- single particle bases.

In the basis of the eigenstates of h we have

hij = €idi;
so that as in the free field case H,, is a sum of independent (commuting) oscillators

Hop = i) (4.60)

corresponding to the ”vibrations” of amplitudes of the normal modes Eq.(4.59). The
eigenfunctions of H,, are products of eigenstates |n;) of these field oscillators, i.e eigen-
states of the operators

fi = a; a; (4.61)
cf., Appendix, Eq. (4.159) while the eigenenergies are the corresponding sums

@)"

|\I’{ni}>E|n1,n2,...,ni,...>=1:[|m>ZH W\m , E{ni}:zi:eini (4.62)

K2

To conclude, the quantization of the Schrédinger field in the presence of an external
potential, Eq.(4.49) describes collections of independent quanta of the normal modes
given by the solutions of the equation (4.59). Since this equation is just a Schrodinger
equation for a single particle in the potential U(r) we therefore obtained a description of
systems of such particles in this potential occupying its eigenstates wu;(r).

The particle number operator. U(1l) symmetry

We note that the operators #;, Eq. (4.61) ”count” the number of particles n; in each single
particle state u;(r). We had similar operators 7y, in the free field case, cf., Eq. (4.29). It
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is useful and important to introduce the total number of particles operator
Nop = Zﬁz (463)
i
which ”measures” the sum of all n;’s

Nopl(n.y) = Noplna,na, ..., mi,...) = Nlna,ng, ... ni,...) with N=> n; (4.64)

This operator has the same form in any complete orthonormal basis
Nop =Yt = i = [ it (x)it) (4.65)
i k

as can be verified by inserting the expansions (4.54) with different sets w;(r) in the last
integral.

The result that the eigenfunctions (4.62) of the Hamiltonian (4.60) are also eigenfunc-
tions of the number operator (4.63) is linked to the fact that N,, commutes with the
Hamiltonian

[Hop, Nop| = 0 (4.66)

so that the particle number is a conserved quantum number in this theory, not a fixed
quantity prescribed from ”outside”.

Let us note that H,, commutes with the individual mode number operators 7,
Eq. (4.61). This however is only for the eigenmodes of the field, i.e. for the single particle
states Eq. (4.59). The conservation of N,, is a much more general property independent
of the basis, cf. Eq. (4.65). It is intuitively related to the manner in which the operators
a; and a; enter the general Hamiltonian Eq. (4.58) and can be traced to the way the field
Hamiltonian Eq. (4.53) contains the field operators 1[)* and ’(ZJ Formally this is reflected
in the invariance of the expression (4.53) under a global (coordinate independent) phase
transformation

dr) = ) . PT(r) = e (4.67)

In a more general context such a transformation is called a global U(1) gauge transfor-
mation and the operator N, is its generator. This means that

efiaNopqz)(r)eiaNop _ eiazﬁ(r) 7 efiaN(,pzﬁJr(r)eiaN,,p — efia,&Jr(r) (468)

As usual to prove this it is sufficient to consider an infinitesimal o. It is enough to do this
for 1(r) since the relation for ¢)*(r) is just the hermitian conjugate. We have

(1 = iaNop)h(r) (1 + iaN,p) = (1 +ia)(r) — [Nop, ¥o(x)] = —1)(r) (4.69)

Simple calculation supplies the proof

[Nop, (x)] = /d?’r’[z@*(r’)iﬁ(r')ﬂ/?(r)] = —/d3r’5(r’ — 1)) =~ (r)
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Using Eq. (4.68), the invariance of H,, under (4.67) and denoting
Ugp(@) = e iaNop

one has

U@ Uip(e) = Unla) | [ i miw)] Usta) =

/ @1 Upp (@) (1)U (@) b Unp(@)(r)UL () = Hop
For infinitesimal «
Unp () Hop U (0) = (1 — 10N ) Hop (1 + 10N o) = (Hop — i0{Nop Hopl)  (4.70)

and to have it equal to H,, must have Eq. (4.66).
Going back to the eigenfunctions and eigenvalues of H,, we note that the general
solution of the Schrédinger equation (4.35) with this H,, is a familiar linear combination

{n:}

Ui,y )e Frmart/h (4.71)

with (as always) the coefficients C,,,} determined by the initial condition for |¥(t)) at
t = 0. And we note that the formalism in principle allows to have states with coherent
combinations of different particle numbers N = ). n;. The choice to have a fixed N, i.e.
to have it the same for all components in the above solution is in the freedom of setting
the appropriate initial condition supported (conserved in time) by the commutativity of
H,p, with Noyp.

4.3.3 Working with the field operators

The last equality in the expressions (4.65) for N,, in terms of the field operators represents
N, as a sum (integral) over particle number operators di(r) = ¥ (r)y(r)d®r in the
infinitesimal volume d3r situated at r. This suggest that

plr) = OF (x)d(r) (4.72)

is the particle density operator. This also explains what is the physical meaning of the
field operators ¢+ (r). Indeed let us consider a state

It} = const ™ (x')|0) (4.73)

where we introduced a multiplicative constant for normalization, see below. Let us act
on this state with the operator j(r)

POI') = const i (1)(x)i* (1)|0) = const 8(x — ')t (1')[0) = 8(r — r)r')  (4.74)

where we commuted (r) with ¢+ (r/)to its right and then used ¢ (r)|0) = 0. The result
shows that ¢ (r) acting on the vacuum state creates a particle at the position r. More
precisely it creates delta like particle density at this position.
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What happens if several ’(/A)J'_’S act on the vacuum? E.g. consider the state
Ir1,...,en) = consty F(ry) ... 0 (xy)|0) (4.75)

Let us act on this state with p(r). As in the one particle case we find the result by first
commuting 1 (r) through 1" (r,)’s to its right all the way to the vacuum. This calculation
will appear in several places below so we show it in details

N N
p(r) [ 9T a)l0) = [6(r — r1) +F (x0)db(x)] [ ¥ (ra)l0) =
a=1 a#1l

=8 —r1) [ &7 (ra) + 47 (@0)[8(r = r2) + & (x2)d(0)] [ &7 (ra)]]0) =

a#l
N N
=6(r—r1) [ " (xa) +6(r —ra) [ (xa) + - +
a#1l a#2
N-1 R
+ [T ¢ a)l6( — va) + 0" (en) b (0)]]0) =
. N N
= 35— [[d @) | 10) (4.76)
b=1 a#b

Acting on this with ﬁ*(r) and using the delta function in each term to replace r — r; in
it we get

N
pr)Ire,...rn) =D 0(r —ra)lr, ... 1)
a=1

i.e. have N particles (delta like particle densities) at the positions r,,a = 1,..., N. In the
same manner one can show that @/Aﬁ (r) creates a particle at r when it acts on any general
state (discussed below). We also note that the result (4.76) shows that ¢(r) destroys
(annihilates) a particle if its coordinates coincide with r.

It is important to notice that ’(/AJ+ and 1[) create and annihilate particles only when they
act to the right. Acting to the left they produce an opposite result - they correspond-
ingly annihilate and create particles. For example the state (rq,...,ry| is the hermitian
conjugate of |rq,...,ry) so

(r1,...,vn| = [consty T (r1)... 0" (xn)|0)]F = (O[(ry) ... ob(ry)(consty)*  (4.77)

since [1/}+]Jr = 1[1 Thus the state (rq,...,ry| is the result of acting with N 1@’5 to the left
on the vacuum (0].
What is the norm of |ry,...,ry)? Take as an example one particle state Eq. (4.73)

and calculate . .
(/[ = |const2 (0} (x' ) (x)[0) = |const|28(x — ')

The result shows that such a state is non normalizable. This should not be surprising
as one has a continuum of states labeled by r. Just as with more familiar momentum
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states labeled by p. Also the momentum states are non normalizable. The common
regularization is to make p discrete by introducing very large but finite volume, i.e. to
introduce an infrared cutoff. In the same way one can make r discrete by introducing a
lattice of discrete r’s. If this is not done - then one can normalize as convenient.

As we will see in the next section the most common use of the states |r) or their N
particle generalization |r1,...,ry), Eq. (4.75), makes it convenient to choose the normal-

ization of these states as ]

VNI

consty =

4.4 Wave functions. Operators. Comparison with the
first quantized description

The quantization of the Schrodinger field is (for obvious reasons) called the second quanti-
zation. For the field governed by Eq.(4.49) this seems to result in an alternative description
of quantum non interacting particles in the external potential U(r).

Here we want to understand if this description is indeed complete and how it is related
to the standard quantum mechanical description of say N particles with the wave function
®(ry,ra,...,ry,t) obeying the N particle Schrodinger equation

. 6@(1‘1,...7I'N7t> o N FLQ 2
’FLT_Z —%Va—l—U(ra) B(rg,...,rn, 1) (4.78)

a=1

4.4.1 Wave functions in the second quantization
Coordinate representation. Second vs first quantization

The states |r1,...,ry) introduced in the previous section, cf., Eq. (4.75), form a very
convenient basis to represent a general N particles wave function in the second quantiza-
tion

N
|®) = / H d*ry ®(ry,r9,...,vN)|T1, ..., TN) (4.79)
a=1

The interpretation of this expression is quite clear - we have a linear combination of NV
particles in different coordinate positions ry,...,ry weighted each with the probability
amplitude ®(ry,rs,...,ry). These amplitudes form the wave function |®) in the coordi-
nate representation and clearly are equivalent to this wave function in the first quantiza-
tion formalism. We will see this equivalence even more explicitly in the discussions below
of how physical operators of particle observables act on |®).

As discussed in the Appendix in order to have both |®) and ®(ry, ..., ry) normalized
to unity, i.e. to have

/d3r1...d3rN|<I>(r1,r2,...,rN)|2 =1 and (®®)=1 (4.80)

one must choose the normalization consty = 1/v/ N! in the definition (4.75) of the states
ri,...,ry) as they appear in the relation (4.79) between |®) and ®(ry,rs,...,ry). We
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thus have
@ —_ dS @ ) I I 0 4 8].
| > m/ | I1 Ta (rl,rQa"'arN)d} (1‘1)1/) (1'2)1/) (I'N)| > ( . )

Permutation symmetry

The commutativity properties of the field operators 1[)“‘(1') imply that the coordinate prob-
ability amplitudes ®(ry,rs,...,ry) in Eq.(4.81) can not be arbitrary. These functions
must be symmetric under all possible permutations of the particles’ coordinates.

Let us demonstrate this for the simplest case of two particles

|®) BridPry®(ry, r)hT (r1)0F (r2)]0) (4.82)

1
=%
Functions of two variables can belong to one of the two symmetry representations - sym-
metric or antisymmetric,

Dg(ry,ra) = Pg(ra,ri) and Pa(ry,re) = —Pa(rs,ry)

and in general have

B(r1,12) = %[fl)(rl, r) + ®(rs,11)] + %[(I)(rl,rg) — B(rp,11)] = Bs(r1,Ts) + Da(r1, )

Tt is straightforward to show that |®)4 obtained with ®4(r1,r2) in Eq. (4.82) vanishes
identically. Have

®)4 = % / BrydPry® a(ry, 12)0 (r) b (12)[0) =

—% P rydPry® 4 (v, 11)0 (1) (12)[0) =

1

V2
1 3. 13 ht ht

= _ﬁ/d T1d°re® A(r1,12)Y" (r1)Y " (r2)|0) = —|P) 4

dPrid®ra® 4 (ro, 1)y (r2)Y " (11)[0) =

where in the 3rd line we commuted ¢+ (r1)t (ra) = ¢ (r2)d (r1) and in the 4th line have
interchanged the integration variables r1 <+ ra. So we have proved that |®)4 = —|®) 4
which means that |®)4 = 0.

The same proof obviously holds for any pair of coordinates in a general wave function
®(ry,...,ry). Thus only ®(ry,...,ry)’s which are symmetric with respect to permu-
tation of any two particles produce non zero result in Eq. (4.81). This means that this
is true also for ®(ry,...,ry)’s which are symmetric under permutations of any number
of particles. Indeed (as is simple to understand* and can be proved by induction) any

4Cf, Messiah, Quantum Mechanics (Dover Books in Physics), Ch. XIV. Denote for example by
(1532476) a permutation 1 - 5 -3 - 2 -4 — 7 — 6 — 1. It can clearly be written as an or-
dered product (15)(53)(32)(24)(47)(76) of transpositions (with right to left order)
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such permutation can be decomposed into a product of permutations of two particles
(transpositions).

The above symmetry under permutations of the wave functions is one of the most
important features of the second quantization formalism. Together with the symmetry of
the physical observables as represented by the operators as discussed below this property
means that the quanta of the theory are bosons, i.e. identical particles obeying Bose
statistics. We will provide more details to this discussion in Section 4.4.3.

Occupation number representation

Expanding the field operators in Eq. (4.81) in an arbitrary complete and orthonormal
single particle basis, cf., Eq. (4.54), we obtain

®) = > Ci.inai.af |0) (4.83)

1IN

with
Cii . ix = l/ﬁdgr D(ry,ro ry)ul (r1)...ul (ry)
115--tN T a ’ ety 7 BTN
VN 5 !

The coeflicients C;, ... ;,, represent the function |®) in the basis of products of the single
particle states u;(r). As we discussed in the previous Section the functions ®(rq,rs,...,rN)
are symmetric with respect to permutations of the particle coordinates r,’s. One can use
this to replace the products of u;(r)’s in the above expression for C;, ;s by symmetrized
products

i (r1)...ufy (rn) = const >l (rp,) ... ufy (rpy)
P

with P denoting the permutations of particle coordinates ri,...,ry — rp,,...,Tp,, the

normalization constant
const = y/nil..ny!/N!

and appropriate adjustment of the expansion constants Cj, . ;.. It is a useful exercise
to work this out starting with the simple N = 2 case, writing u; (r1)uj,(rz2) as a sum
of symmetric and antisymmetric products, with the antisymmetric part vanishing in the
integral of its product and the symmetric ®(ry,r2).

It is useful and conventional to write the expansion (4.83) using the notation of
Eq. (4.62) with the occupation numbers n; of the single particle states. In this repre-

sentation the state |®) will be written as

|®) = > Croyooom 11,1005 oy M ) (4.84)

N1,...,Ng,..;with 37 n;=N

with appropriate adjustment of the coefficients C,,, ... »,,... Such representation of the NV
particles wave functions is called occupation number representation. It emphasises
the fact that we are dealing with identical quanta (particles) so that all one needs is
their numbers n; in each single particle state. Note that in this representation one must
"supply” infinite (actually oo®) set of (positive) integers n;. But since they are subject to
the constraint ) , = N only < N of them are not zero.
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4.4.2 Operators in the second quantization

In this section we want to establish how the operators of the physical observables act on
wave functions in the second quantization formalism. In this way we will also understand
much better the connection with the first quantization.

The one body Hamiltonian

We will start with the discussion of the action on |®) by the Hamiltonian (4.53). Let us
write it as a sum of two terms - kinetic and potential

Hop = Kop+Upp (4'85)
~ 2 ~ ~ ~
Koy = [ @050 (19?0 Uy~ [Eritmumie

and let us consider first the action on |®) of the potential part
~ ~ N ~
Unl®) = = /] H Erod(ers, . xw) [ it @U@ [0 @0 (150)
a=1

Using the result Eq. (4.76), multiplying it by U(r) and ¢ (r) and doing the d3r integral
with the help of the d-functions we get

/d3r1/1+ Hw r,)[0) =

ZN:U ﬂ b (r4)]0) (4.87)

b=1 a=1
so that
Uop|®) = —L / ﬁ Pro®'(ry,ro,...,TN) IJ_V[ U (ry)|0) (4.88)
N! a=1 a=1
with N
O'(ry,ra,...,ry) = [ Y Ulra)| &(ry,ra,..., 1) (4.89)
a=1

We see that the action of the second quantized operator U,, on |®) is equivalent to the
action of the first quantized ), U(r,) on ®(ry,...,ry) i.e. on the first quantized partner
of |®).

To calculate the action of K,, on |®) is a bit more involved but straightforward. The
details are given in the Appendix 4.7.3 with the result

Kop|®) = /Hd%a (r1,r2,...,vn) [T (xa)l0) (4.90)

with
<I>(r1,r2,...,rN) (491)

N
®'(ry,re,...,TN) = Z —h—2v2
9 9 ) — 2m Iy,
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As in the U,, case we see that the action of K, on |®) is equivalent to the action of the
first quantized kinetic energy operator

on the first quantized partner ®(rq,rs,...,ry) of |D)
Combining these results we find that

1 N N N R
Hop|(I)> - (Kop + Uop)‘q)> = W / H d37ﬂa lz ha] (I)(rlar%- < 7rN)Hw+(ra)‘O>

(4.92)
with the single particle hamiltonian h given by Eq. (4.50)

Other one body operators

The operators K,,, U,, and H,, discussed above are all of the type which in the first
quantization formulation have the form

N
PO =% f0 (4.93)
a=1

with each fél) being a function of r, and p, = —iAV,. Such operators act on wave
functions of N particles but at one particle at a time. They are called one-body operators
and the subscript which we attached to FM and M serves to make this distinction.

On the basis of our above discussion of the operators K, U,, and H,, we can make
a general statement that in the second quantization one body operators have the form

F) = / @ (0) O (r) (4.94)

where f(!) in the last expression is one (any) of the operators in the sum (4.93) and it is
acting on ¢ (r) as a function of r. E.g. angular momentum

N N
L=) l,=) r,x(~ihVr,) (4.95)
a=1 a=1

becomes

Lo, = / it (r)[r x (—ihVy)]d(r) (4.96)

in the second quantization formalism.

It is important to observe that the particle number N which appears in the operators
in the 1st quantization Eq.(4.93) is a part of their definition while the corresponding
operators in the second quantization do not contain any information about N. It is
the wave functions on which these operators act, like |¥) in the previous section which
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depend on N. The second quantization Fo(;)’s "are ready to act” on |¥) with any value of
N including a linear combination with different N’s (see the section below on the general
Fock space). At the same time these particular type of operators do not change N since
they contain an equal number of creation and annihilation operators - one of each type.
But nothing intrinsically in the formalism prevents having operators which change N. In
fact the elementary ones 9(r) and ¢ (r) do just that.
Formally the conserving N property of the operators Fo(,l,) is expressed by their com-
mutativity with the particle number operator N,, = [ dBrop+ (r)z/}(r) ,
[F{), Nop) =0 (4.97)

op

which as in the case of H,,, Eq.(4.66) follows from the invariance of Eq.(4.94) with
respect to the global U(1) transformation Eq. (4.67).

From our derivations in the previous section it should also be clear in details the
"mechanics” of how the one body second quantized operators act on functions like | ).
Pictorially one can say that first the destruction operator ¢ (r) acts on |¥) ”seeking out”
all the particles at their position r,, a = 1,..., N and ”annihilating” them one at a time.
The result depends on the coordinates of the particle positions. The operator f then
acts on these coordinates and then the operator z/?*(r) puts the particles back (”creates”
them) where they originally were. All this gets weighted with the probability amplitude
®(ry,ra,...,ry) and integrated over all possible r,’s.

Particle interactions. Two body operators

Let us now understand how do we write in the second quantization the operators which
represent interactions between particles. The most common such operators are potential
energy which is a sum of all pairwise interactions (e.g. Coulomb interaction). Their form
in the first quantization is

N
1
V=3 > Vi(ra-m) (4.98)
a,b=1,a#b

As we see this is a sum of operators with each acting on two particles at a time. Such
operators are called two body operators.

Based on the experience of the previous sections it is not difficult to guess that the
following corresponding expression holds in the second quantization

v, — % / Brd it ()0t () (r — 1) )i (r) (4.99)

To verify this guess let us do what we did with one body operators - let us act with this
expression on the general N particle wave function in Eq. (4.81).

N
1
Vop|®) = m/l:[ld3ra<1>(r1,r2,...,r1v) X (4.100)

1 s T
xi/dsrdgr/w+(r)w+(r’)‘/(r — ' )p(r')(r) H T (r,)|0)

a=1
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To evaluate this we use the relation Eq. (4.76), act on it with ¢ (r’) and obtain

N
Hi/)Jrra |0) = Zdr—rc (r—rp) H (ra)| |0)
b#c a#b,

Using this we find

1 s L
3 /d37"d37"w+(r)¢+(r’)‘/(r =) () (r) [T 0T (ra)l0) =

a=1
1 N N
3 /d37°d37‘l’(/3+(1')’(/}+(r/)v<1‘ -r) Z 5(r' —r.)d(r — 1) H Ot (rg)| [0) =
b,c=1,b#c a#b,c

and therefore

N N
1
Vop| @) = /HdBT’l 3 Z V(ry —r.)| ®(ry,re,...,TN 1;[ (r,)|0)

b,c=1,b#c
(4.101)
So indeed the action of V,, on |®) is equivalent to/results in the action of the first
quantized V, Eq. (4.98) on ®(rq,ra,...,TN)

The intuitive understanding of the expression (4.99) is similar to what we saw in the
one body operators case - the operators 1) (r')i)(r) ”search” to annihilate two particles (as
r and r’ are integrated over) and thereby ”reveal” their position. The function V(r —r’)
weighs the result while the operators zﬁ"‘(r)zﬁ*‘(r) put the particles back. All this is
integrated over all possible positions r and r’.

The general form of the two body operator in the first quantization is

N
- 1
(C) —— (2)
FO =2 > fu (4.102)
a,b=1,a#b
with the second quantized counterpart
1 A A A A

F() = 5/d37“d37“'¢+(r)¢+(r’)f(z)w(r’)w(r) (4.103)

with £ in general being a function of r,r’ and p = —ihVy, [3’ = —ihVy.

It is important to observe that also here as with the one body operators the second
quantized operators do not contain any information about the number N of the particles
which is encoded in the wave functions on which these operators act. Also here the
operators F(Sf,) do not change the value of N and commute with the particle number
operator

[F), Nop] =0 (4.104)
which is a consequence of the U(1) unitary symmetry Eq. (4.67) which the operators F(Si)
posses.
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Changing the single particle basis

The one and two body operators discussed above were expressed in terms of the basic field
operators 1/}(1') and 12}+(I‘). It is easy and instructive to express them using the expansion
(4.54) of these operators in a general single particle basis {u;(r)}. Inserting (4.54) into
the expressions (4.94) and (4.103) we obtain

FY = Y GlfWata (4.105)
ij

FQ = ) (ijlf P ke af aa (4.106)
ijkl

where we used the notation for the matrix elements of elementary one and two body
operators

QoG = [ e O (a.10)
ik = / B rdruf () () F O ug (0 () (4.108)

We draw attention to the ”logic” of how the operators Fé,l;) and Féz) in a general single
particle basis act on a wave function in this basis as written in the occupation number
representation of Eq. (4.84). In the one body Fé;) one starts with the operator a; an-
nihilating a particle in a (single particle basis) state u; reducing the corresponding n;
occupation to n; — 1. This is ”weighted” with a corresponding amplitude to find this n;
as encoded in the coefficients C’m’,__?nj’m of the occupation number representation. The
following action of the operator a; creates (puts back) a particle in the state u; and the
result gets multiplied by the transition matrix element (i|f()|5). At the end one sums

over all such transitions. The two body F(g) operates in a similar fashion but with two
particles annihilation and creation and the sum over all two particle transitions.

4.4.3 Second quantization via commutators describes identical
bosons

The following important features of the above formalism must be observed at this stage.
The first quantization operators which are counterparts of the operators in the second
quantization are always symmetric sums over all the particles or their pairs etc in the
wave functions on which they act.

The symmetry of these sums follows since all their terms are identical in acting on
different particles. They have the same functional dependence on the coordinates and
momenta with the same parameters - masses, charges, etc., e.g. same kinetic energy,
same external potential, same inter-particle interactions, etc. This is seen in the formal
correspondence Eq. (4.93) — Eq. (4.94) and Eq. (4.102) — Eq. (4.103) and in the explicit
examples in Egs. (4.89, 4.91, 4.95, 4.98). There is no possibility to have second quantized

operators representing observables distinguishing a particular particle, say fél) or sets
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of particular particles, e.g f7(1) + fl(é) This is a general feature of quantum systems of
identical particles.

Let us also recall that as we discovered in Section 4.4.1 the first quantization wave
functions ®(ry,...,ry) which are counterparts of the second quantization |®) are sym-
metric under the permutation of all the particles coordinates. This confirms the particle
being identical and moreover obeying the spin-statistics theorem requirements for systems
of bosons.

Let us remind that the spin-statistics theorem, proved by Pauli, states (in its first part)
that the wave functions of a system of identical integer-spin particles must be symmetric
under the exchange of the coordinates of any two particles. Such particles are bosons
obeying the Bose-Einstein statistics.

In our case of the identical particles without spin the symmetry requirement dictated
by the Pauli theorem is an additional rule which is imposed in the first quantization
formalism on selecting the wave function solutions of the Schrédinger equation (4.78).
As we have seen it is automatically fulfilled in the second quantization wave functions
Egs. (4.79,4.81).

The second part of the spin-statistics theorem concerns wave functions of system of
identical half-integer spin particles. The theorem states that they must be anti-symmetric
under any pair of particle exchange. Such particles are fermions obeyong the Fermi-Dirac
statistics. We will discuss in the next Chapter how the second quantization allows for a
simple and straightforward modification to be extended to the descriptions of fermions.

Concerning the proof of the spin-statistics theorem - as Feynman states in his Lectures
on Physics: ”...An explanation has been worked out by Pauli from complicated arguments
of QFT and relativity...but we haven’t found a way of reproducing his arguments on an
elementary level...”?.

4.4.4 Self interacting Schrodinger field.
Summing up. Interacting Hamiltonian

To summarize we learned how to translate the wave functions and physical operators
into the second quantization formalism. The N particle wave function of N bosons
®(ry,...,ry) should be symmetric and becomes the amplitude of the |ry,...,ry) state
in the expression (4.79) or the more explicit (4.81).

Dealing with operators one should first determine to which type they belong - one
body, two body, etc. Examples of one body operators are momentum, density, current,
etc

N N N

P = Y p, =Y (-ihVr,) . p(r) =38 —r.)
a; v a= a=

J0) = 5o S 05— xa) (—ifVr,) + (<R, )3 — 10)

5¢f., I. Duck and E. Sudarshan, Towards an understanding of the spin-statistics theorem, Am. J.
Phys., 66 (4) 1998
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Note that identical particles imply that any such operator is a sum of identical operators
acting on each particle. So one takes one member of the sum and uses it in the expres-
sion (4.94) to find the corresponding 2nd quantized operator. If one prefers a general
basis {u;} rather than the coordinate representation of the field operators one needs to
calculate the matrix elements between all possible pairs of u;’s and use them in the ex-
pression (4.105). The number N of particles appears explicitly in the operators of the
first quantized formalism but not in the 2nd quantization.

There are not too many examples of two body operators. Beside the two body inter-
action (4.98) there are various correlators like density-density or current-current, etc

N
Pon()pop(') = 37 5(x — )5 — 1) ete

a,b=1

As in the one body case one must take one term in such a double sum and either use it in
the expression (4.103) with field operators or calculate all its two particle matrix elements
in a chosen basis of the single particle states u;’s. One should then form an expression
(4.106) using these matrix elements.

As a rule it is extremely rare to find 3 body operator but it is straightforwardly clear
how to extend what we have learned to such cases.

Let us follow the above rules to write the full 2nd quantization Hamiltonian of a many
body interacting system. Consider its (most common) expression in the 1st quantization

N N
1 . .
os U] +3 > Va-1) , P, =—ihV, (4.109)

a,b=1,a#b

with externally fixed number N of the particles. Assuming that the particles are bosons
their particles statistics must be imposed "by hand” allowing only symmetric wave func-
tions.

The 2nd quantized version of the above Hamiltonian is

N ~ 1 N A " N
H,, = / drpt(r) hij(r) + 3 / Erd*r' Pt ()T (1 )V (e — )P ()Y (r) (4.110)
with
- V2 +U
h=——
2m +U(x)
In a general single particle basis this Hamiltonian is written
Ak a 1 iy AAta
H,, = Z(z\ hlj)afa; + 3 Z<ZJ|V|kl)a;ra;ralak (4.111)
ij ijkl

If one knows the solutions of the one body part, i.e. knows the eigenfunctions u;(r) and
the eigenenergies ¢; of h, Eq.(4.59) one can ”incorporate” this knowledge in the above
expression for H,p,. Using the set {u;} as the basis one has (i| h|j) = €;0;; and

ot 1 . e
H,, = Z 6@&?‘@1‘ + 3 Z(zg|V\kl>a?‘a;’alak (4.112)
i ijkl
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In the Mean Field Approximations chapter of this course we shall discuss and give exam-
ples of even more optimal ways to choose the single particle basis which incorporate on
the average the effect of the interaction term in many body systems.

Heisenberg equations. Classical limits - field vs particles

Let us consider the Heisenberg equations for the field operators vfz(r) and 1/3*(1‘) and the
general interacting Hamiltonian (4.110). We have

i (e )= [(E50 ) o

Straightforward calculations produce Hermitian conjugate equations

mw = {—;nw + U(r)} O(r,t) + / V(e — )0t ), t) d®r' (r, t)
(4.113)
pEs r 2 ) R R )
_thT(tat) = {—;TLVQ + U(r)} (e, t) + /V(r — (! () &P ApT(r,t)

These equations find many uses in the theory of many-particle systems. The Green’s
functions method provides a good example.

Here we want to point out a simple but conceptually important aspect - their classical
limit. Like in other quantum systems this limit is intuitively obtained by replacing coor-
dinate and momentum operators by the corresponding classical functions of time turning
Heisenberg equations into classical Hamilton equations. In the above equations (4.113)
this means replacing ¢(r, t) and ¢ (r, t) by the c-number (classical, commuting) functions
¥(r,t) and ¥*(r,t). In the non interacting limit V' = 0 the resulting wave equations bring
us back to where we started, cf., the Schrédinger equation (4.49). The classical limit of
the fully interacting case leads to a non linear Schrodinger equation with cubic non linear
term controlled by the interaction.

Let us add two more remarks.

a) Our intuitive ”derivation” of the classical limit of Eq. (4.113) requires formal jus-
tification which will be discussed in the Chapter "Mean Field Approximations for Many
Body Problems”. On the intuitive level the classical limit of the quantum field corresponds
to physical processes in which very large number of quanta (particles) are ”condensed” in
the same wave mode, i.e the same single particle state.

b) The classical limit referred to above is different from the common classical limit
for the N particle Hamiltonian Eq. (4.109). The latter is given by replacing the operators
for the particle coordinates and momenta by the classical variables in the correspond-
ing Heisenberg equations. It is easy to show that this results in the classical Hamilton
equations

dr, OH dp,  OH

& “op. 0 at o, (4.114)

6¢f., Quantum Theory of Many-Particle Systems, A. Fetter and J. Walecka, Dover, 2003
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We therefore have two classical limits - the ”field” classical limit for the fields ¥(r,t) and
¥*(r, t) vs the more familiar ”particle” classical limit for the particle coordinates r,’s and
momenta p,’s. The latter classical limit is the limit of 7 — 0 while the former is achieved
for the large number Ny > 1 of condensed quanta (i.e. the boson particles) of the theory.

4.5 Fermions —another alternative of the second quan-
tization

As we have learned so far the quantization of the Schrodinger field leads to a very efficient
and elegant description of many particle bosonic systems in all their aspects. A natural
question is if this treatment can be extended to systems of fermions.

4.5.1 Quantization via anticommutators

A clear hint towards a positive answer can be found in our discussions in Section 4.4.1.
There we saw that the symmetry of the bosonic wave functions was assured by the most
basic property of the field operators 1" (r,)’s creating the particles - their commutativ-
ity. As we will now show there is a consistent way of quantizing the Schrédinger field by
postulating anticommutativity of the basic operators. This single change of the quanti-
zation postulate will lead to a description of many fermion systems similar to the second
quantized formalism for many bosons.

Dealing with fermions one must introduce spin variable together with position coor-
dinates in order to describe the particles of the theory. Accordingly we start with the
classical field which is described by functions

Ye(r) and i(r) (4.115)

with the spin projection index o = +1/2 (we assume spin 1/2 fermions as by far the most
common). It is often useful to write/view these functions in the explicit spinor form as

Y1/2(r) an 7/”{/2 (r)
( Vo12(0) ) ¢ ( ¥ 12(0)

We quantize this field by introducing two sets of operators

’([JU (r) and ﬁ;‘ (r)

with r and ¢ = £1/2 labelling each set. We need to define the space of states on which
these 2 x oo® operators act and the results of their action. We have seen with the bosonic
field 9 (r) treated above that to achieve this it was sufficient to define an abstract vacuum
state |0) and the commutation relations between the field operators. Following this we
could define the basis of the space of states on which the operators act and calculate any
matrix element for any given operator.

Following this experience we start by defining the vacuum state |0) with the properties

a)  {0]0)y=1 (4.116)
b) Yo (r)|0) =0 for all values of r and o
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This we supplement with imposing (posulating) the anticommutation relations as follows

1[}0(1')1/:};6 (') + 1/:};6 (r/)z@,—(r) = {7& (r) (rl)} = 500’5(1' )
z/}o(r)lfia/(r') + dia/(r')z/ia(r) ={ AA (r), 1/1 (x')} = (4.117)
b ()L (") + 4 ()T (v) = {47 () 97 ()} = 0

where the curly brackets { , } define anticommutators.

As we will demonstrate below these two definitions are sufficient to define a quantum
mechanical fermion field with any dynamics. We note that while the definition of the
vacuum is the same as in the bosonic case the anticommutation relations define a new
quantization ”paradigm” which is different from the familiar canonical quantization via
the commutators.

4.5.2 Fermions in external potential

In order to understand the consequences of the new quantization scheme defined above
we start by considering a simple example - particles in an external potential.

The field equations and the Hamiltonian

The dynamical equation for the field (4.115) in an external potential is a generalization
of the Eq. (4.49) to include the spin

8% ) Zhw Yor (1) (4.118)
As an example we consider the following h,q

i2 2
1= ’ _ (; + z/ ’ 4119
hao 600 ( 2m> oo (I’) ( )

We assumed a spin dependent external potential, like for instance the interaction of the
spin with an inhomogeneous magnetic field (e.g. in the Stern-Gerlach experiment)

Usor (r) = —yB(r) - Sgor

with a constant v and vector s of spin 1/2 matrices.

Using our experience with the spinless field and appropriately generalizing it we con-
sider the equation (4.118) and its complex conjugate as the pair of Hamilton equations
with ¢, (r) and ik’ (r) as canonical variables and the following classical Hamiltonian

function
H=>Y" / d>r [w

oo’

Z/ds’l’ {5001 h2
~ 2m

FUoo (r) 105 (r)0¢01 (r) + 04 (r) 1o (r)]}

(0)[? + Ugor (r)105 (1) b6 (1) (4.120)

Indeed from

[Vipo (1) Vit (r) + Vi (r) Vibe (r)] +
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we find
S S~ I o )+ )
Aifps(v)] __ 6H B Gy :
5t — _5wg (r) = — ; |:—5Ug/ %V wg/ (I’) + Uoo” (r)wa’ (I‘):|

which reproduce correctly the field equation (4.118) and its complex conjugate.
On this basis we quantize this spinor field by replacing it with the field operators

Vo(r) = o(r) , Y5(r) = 95 () (4.121)

with the anticommutation relations (4.117) and the Hamiltonian operator

h2
_ 3
H,p = E//d r {5(,0/27”

or in an equivalent form (cf., the remark after Eq. (4.22))

Hopzzfdg’mﬁ:(r){ +Upor (r ] Z/dgrw hototo(r)

(4.123)

VOE (1) - Vs (6) + U (2 (x)ihor <r>} (4.122)

Transforming to the normal modes

Let us now solve the quantum mechanical problem defined by the Hamiltonian (4.123).
This is not hard since it is quadratic. We need to find its normal modes. Following a very
similar route as in dealing with (4.53) we consider a single particle equation

> hoorui(r, o) = €ui(r, o) (4.124)
The set {u;(r,0)} is complete and orthonormal in the space of functions of r, o
Z/d3 r,o)u;(r,o) =08; Zm r,o) 0') =0,6:0(r — 1) (4.125)

We expand the field operators using this set
bo(r) =D asui(r,o) . $F(r) = afui(r,0) (4.126)

The operators a; and dj can be expressed as

=3 / Pr o (ryui(r,0) , aF =3 / &t (©)us(r, o) (4.127)
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Using the anticommutators (4.117) and the completeness of the set {u;(r,o)} it is easy
to see that @;’s and a; ’s satisfy anticommutation relations too

{ai,af}y =65 , {as,a;} =0={a,a]} (4.128)
Inserting the expansions (4.126) in the Hamiltonian (4.123) we obtain

Hop =Y eafa (4.129)

3
exactly as in the bosonic case but with the operators obeying the anticommutation rela-
tions.
The eigenstates. Working with anticommiting a’s and a*’s

The Hamiltonian (4.129) is a sum of commuting parts. Indeed as is easy to verify that
[fs, 1] =0 (4.130)

where we denoted
f = a; a; (4.131)

We need to find the eigenfunctions of 7;’s. We follow the same construction as in the
bosonic case, cf., Sec.4.7.1. We note that from Eqgs.(4.127) it follows that the vacuum
state |0) defined in (4.116) is annihilated by all a,’s

a;|0) =0 for all i's (4.132)

Since it is also annihilated by all 72;’s it is clearly an eigenstate of the Hamiltonian (4.129)
with zero energy eigenvalue.
We now define one particle states

1) = ;" [0)
for any 7. We note the following properties of such states
(Lilli) = (0laia;]0) = (01 — ;" a;|0) = 1
OL) = Oty =0 . aflt)=(a)*0) =0 (4.133)
In the 1st equality we used the anticomutation relation {a;,a; } = 1 and
(Ll = [af10)]* = (ol[a']* = (0la

In the 2nd equality we used
(0la;" = [a;]0)]" =0

In the 3rd we used the anticommutator

{af,a;} =20af]* =0
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Remarkably this last relation is the expression of the Pauli exclusion principle that two
(or more) identical fermions cannot occupy the same quantum state - in this case the
state wu;.

The most relevant for us property of the states |1;) is that they are eigenstates of 7;
with eigenvalue n; = 1

Faaf|0) = af[1—afa|0) = af|0) = [14) (4.134)

The last relation in Eq. (4.133) means that there are only two eigenstates of each 7; - |0)
and |1;) with respective eigenvalues n; = 0 and n; = 1.

It follows then that the eigenfunctions of the Hamiltonian (4.129) are the products of
all possible eigenstates of 7n;

‘\I/{nl}> = ‘nlanQa sy Mgy > = H |TL1> = 1_[[6‘;’_]711

A A

0) with n; =0 or 1

and with the corresponding eigenenergies

E{m}:Zeini with n; =0 or 1 ; N:Zni

K2

The restriction of the occupations n; to 0 or 1 is of course another expression of the Pauli
principle and is a direct result of the anti-commutation relations which we assumed in the
process of the quantization.

As is the bosonic case the total number of particles N is an eigenvalue of the total
particle number operator

Nop =Y _ it (4.135)
A

which commutes with the Hamiltonian H,,, Eq.(4.129). We will expand on this below in
Section 4.5.2.

So to summarize - the solution of this problem amounts to solving the single particle
Schrodinger equation (4.124) and then populating (filling in) the resulting single particle
states u; with N particles according to the Pauil principe. This solution is of course
identical to what we would obtain in the 1st quantization formalism for N fermions with
the difference that there N was a fixed, given parameter of the problem while it is a
quantum number and can take any value in the 2nd quantization formalism.

Spin independent potential

Let us discuss an important limiting case of the single particle hamiltonian in Eq.(4.118)
which is spin-independent, i.e. diagonal in spin indices

h2
hoor = Oporh with h = ——V? 4 U(r)
2m

and correspondingly

Hop=_ / dPr g (r)hapy (r)
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The normal modes are then products of space and spin parts

ui(r, 0) = ug(r)xs (o)

with ug(r) solving
huk(r) = ekuk(r)

and ys(o), s = £1/2 being just two orthogonal space independent spinors, e.g.

1 0
X1/2=(0) ) X1/2=<1>

The single particle energies €5 are now spin degenerate and the expansion in normal modes

has the form
r) = arsur(r)xs(o) Z afuj (r)xi (o)
ks

with the commutation relations
P S R PP — 0= (At At
{aks, ) o} = Ok Ossr 5 {ks, e} =0 ={a;,, a0}, }
The Hamiltonian is expressed as
H,, = 0 aps = n
op — €0y ks = €LNEs
ks ks

The number operators 7is commute and their eigenfunctions are easily found as before to
be |0) and |1;s) = a7, |0) with corresponding eigenvalies nys = 0 and 1. The eigenfunctions
of H,, are then

W ny) = 01,12, s, ) = [ [ Ik = [[62,)710)  with nge =0 or 1
ks ks
and with the corresponding eigenenergies

Efn,..y :Zeknks with ngs=0or 1 ; N = ans
ks

The particle number operator

As in the bosonic case it is useful to express the total particle number operator Ny, in
terms of the field operators. Using (4.127) in the expression (4.135) we obtain

No =3 [ v (o

As in the bosonic case this operator is the generator of the global U(1) gauge transfor-
mation, the analogue of Eq. (4.67 for the fermion field

Yo (r) = (r) , F(r) = e T (r) (4.136)
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It is indeed easy to check that ”despite” the anticommutation relations for the fermion
field operators the relation Eq. (4.69) holds for each spin component

[Nozvﬂzo(r)] = _1;0(1')
and therefore so is the corresponding generalization of Eq. (4.68)
et Nond (£)e@Nor = (U (), e Non i (r)eiNor = eI (x)

Since the Hamiltonian Eq. (4.123) is invariant under this transformation it commutes with
N,

op-*

Working with the fermion field operators

The expression for the particle number operator shows that
po(r) = 9F (r) 0 (r)
is the density operator of particles with the spin projection o. Let us consider a state
r,0) =4 (r)|0) (4.137)

and let us act on it with the operator j,(r'). Using the anticommutation relations (4.117)
to commute 1, (r') towards |0) and using Eq. (4.116) we find

o (1), 0) = B (Y ()0 (0)]0) = G 6(x — )53 ()]0) = G B(x — 1), )
(4.138)
which shows that 1&3‘ (r) creates a particle at the position r with spin projection o. More
precisely it creates delta like particle density of particles with spin projection o at this
position.
Continuing as we did in the boson case let us consider the state

Iri01,...,rNON) = consty 1[);'1 (ry)... ﬁjN (rn)|0) (4.139)

where we introduced a multiplicative constant for normalization, see below. Acting on
this state with the operator ¢, (r), commuting it towards |0) and using Eq. (4.116) we get

N N
Uy (r)|r101, ..., tNON) = consty Z(—l)Paégaa(S(r —1,) H 12);: (rp)]0) (4.140)
a=1 b#a

where P, is the parity of the number of permutations one needs to make in order to move
s (r) to the right of 1&3‘“ (ro). The result (4.140) means that ¢, (r) destroys (annihilates)
one particle if its coordinates coincide with r and its spin projection with o. In doing
this it also changes the sign of the resulting part of the wave function if the permutation
number P, is odd. In this way it’s action is sensitive to the order of the destroyed particle
in the wave function.
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We can use the above result to act on the state (4.139) with the operator p,(r). We
obtain in the same manner as in the boson case (cf., Eq.(4.76))

po(r)Irr,. . tn) =D 000, 6(r = ra)]|r1, ... TN)
a=1

showing that this state describes N particles (delta like particle densities) with spin pro-
jections o, at the positions r,, a =1,..., N.

4.5.3 Relation to the first quantization

In this Section we follow a similar development as in the boson case but with the addi-
tional spin index in the field operators and anti-commutation instead of the commutation
relations.

The wave functions

Consider the fermionic version of the N particles wave function in the second quantization

N
) = \/%,Z / TL @ Blrionraoas . exox) 05, 0) . (el0) - (4140

The interpretation of this expression is quite clear - we have a linear combination of
N particles in positions ry,...,ry with spin projections o1, ...,o0n weighted each by the
probability amplitude ®(ry01,r209,...,ryoyn). The anticommutation of @Zj(r)’s assures
that this amplitude is antisymmetric with respect to the exchange of any pair of (r,o)’s".
This amplitude is clearly the first quantization partner of the wave function |®)

As in the bosonic case the normalization of |®) assures that it is normalized, i.e.
(®|®) = 1 provided the amplitude ®(rioq,...,ryoy) is

N
Z /Hdgm\‘b(rlal,r202,~--,I‘NUN)|2:1
O1,...,ON a=1

In the arbitrary single particle basis u,(r, o) the above wave function looks exactly as in
the boson case

@)= Y Cirinta7,[0) (4.142)
1N
with the "only” difference that the operators &j"s are anticommuting.

As in the bosonic case it is useful and practical to work with the wave functions in the
occupation number representation, cf., Eq(4.84),

|®) = > Co ooy 01,1005 M, 0 (4.143)
N1,..,Ng,..;withn;=0o0r1, >, n;=N

with the ”only” difference that the fermionic occupations n;’s are restricted to be zero or
one.

7As was already discussed in the bosonic case one can prove that any permutation of N objects can
be achieved by a an ordered ”product” (sequence) of pairwise transpositions.
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The operators

As in the bosonic case the operators in the 1st quantized formulation of fermions are
classified as one-body, two-body, etc.

One body operators
To remind - these operators act on wave functions of identical particles one particle at a
time and have a general form given by the expression (4.93). The difference in the present
fermion case is that each fél) operator in addition to being a function of r,, p, = —ihV,
may also depend on the spin matrices s,. This means that in general fél)’s are 2 X 2
spinor matrices with matrix elements depending on r, and p,, cf., the example of hy,
in Eq.(4.118).

In a very similar way as in the bosonic case one can show (cf., Appendix 4.7.4) that
in the second quantization one body operators have the form

Ey =3 / Prit (o) £ (x) (4.144)

oo’

where f(g(lj), is one (any) of the operators in the sum (4.93) generalized to include the spin
dependence. It is acting on v, (r) as a spinor function of r. The expression (4.123) for
the Hamiltonian in an external potential provides a good example of such an operator.

Two body operators

The two body operators for identical particles with spins in the 1st quantization have
the same form (4.102) as in the bosonic case but with the elementary operators fﬁ) in
general depending in addition to r,,r,, p, and p, also on the spin matrices s,,s,. An
example is given by the so called spin exchange term in a (phenomenological) two particle
interaction

1 N
S Y [V(ra—1) + W(ra — 1) (80 - 8)]

2
a,b=1;a7#b

For simplicity we will consider only spin independent fﬁ). One can show that such two
body operators in the fermionic 2nd quantization have a form similar to the bosonic
expression (4.103) with the addition of the spin indices in the field operators

F) = ;Z / drd* e F ()05 () P g () o (1)

with £ being a function of r,r’ and p = —ihVy, p’ = —ihVy 8. Note the relative order
of the field operators. Since they anticommute it is important to keep it.
General single particle basis

)

8The general spin dependent two body FO(ZQ) will have the pairwise f(2)’s depending in addition on the

spin operators é,é’ of the particles’ pairs. This means they will be four index matrices ffa), o and the

expression for Fé}f’ will be

1 o o R R
DS / Erd e SE )65 0, o (Vg (2)

oolo! !
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To obtain the expression for F,ﬁ,? and Fo(ﬁ) in a general basis u;(r, o) one just has to
expand the field operators in their expressions in this basis, cf., Eq.(4.126). The result
has identical form to the bosonic expressions (4.105) and (4.106) but the matrix elements
have spin summations in addition to space coordinates integrals

Qs = 3 [ o))
@il = > / d*rd®r'u; (v, o) (x', o) fPug(r, 0)w(r', o) (4.145)

where for the two-body operator we write only for the simple (but very common) case of
the spin independent f(2).

4.5.4 Interacting fermions
Hamiltonian

The most common Hamiltonian of interacting fermions has the form

Hyy = ) / A1t (v) horo o (r) + (4.146)

+% Z / d%d%'@/?j(r)tﬁj, (YW (r — ")y (v )1y (r)

with
2

h
ha’o’ = _50’0' V2 Ua/o
2m + ()

and a spin independent two body interaction. In a general single particle basis this
Hamiltonian is

Hop = (il h|j)a] a; + % > (i§|VIkl)a) af aay, (4.147)
ij ijkl
As in the boson case if the solutions of the non interacting part are known, i.e. if one knows
the eigenfunctions of the single particle Hamiltonian h, cf. Eq. (4.124) (e.g. Coulomb
wave functions in atoms) one can use the operators @, , a; in this basis. The matrix
(i| b |j) is then diagonal making the first term in H,, trivial

JT | . e
H,, = Z €ia; a; + 3 Z(23|V\kl>aja;ralak (4.148)
% ijkl

and helping to ”focus attention” on the particle interactions.

with the corresponding generalization of the expression (4.145)

<Z]|f(2)|kl> = Z /dSTdST/u’): (r7 U)u; (r/7o-/)f§i.)/ o/lal//uk(r7 O-,/)ul (r/70—l//)

oolo! !
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Heisenberg equations. No classical limit

Despite anticommutation relations of the fermion field operators ¢, (r) and 9} (r) the
Heisenberg equations for these operators

o (r, 1) Vg (r,t)
h— ’ = KON H,
( Ui (x, 1) ) I A
for the general interacting Hamiltonian (4.146) have the same formal appearance as for

bosons apart of the presence of the spin indices. It is a useful exercise for the reader to
work this out explicitly. The equation for ¥, (r) is

51/’” th Yo (r, 1) / V(e =) ik (r, 6)be (x, 1) d%r y (r,1) (4.149)

and the Hermitian conjugate of this equation for 1&3‘ (r,t). We note that unlike the boson
case these equations do not have classical limit. This for the obvious reason that Pauli
principle and formally the anti commutation relations of the field operators prevent having
more than one fermion in any given field mode®.

Mean field approximation

Let us assume for simplicity the spin independent U(r)) and write the Heisenberg equation
(4.149) in the following form

aAO' I ’ ~
ihwa(trt)z{ 5 Vi +U) /Vr—r (', t)d*r"| Yo (r,t) (4.150)

with

Zw* 1Yo (r, )

The potential U(r) in these equations is formally modified by the last term which is
a convolution of the two body interaction V(r — r’) and the operator of the particle
density p(r',t) . For a classical particle density function p(r,t) this term would have a
natural meaning of the potential which the particles of the system induce'®. In quantum
mechanic context one can qualitatively think of 4(r, t) as a random variable the probability
amplitude distribution of which is determined by the wave function |®) of the many
fermion system under consideration.

9The so called anticommuting c-numbers (Grassman variables) are often related to the classical limit
of fermionic second quantized operators. In a very crude way they are obtained by setting to zero all the
anticommutators in Eq. (4.117),

{’L,Z)U(I‘), 72):/ (I")} = {7&0 (r), 'd;a’ (I‘,)} = {,([);r(r) 12):/ (rl)} =0
This is in (again a crude) analogy with the classical limit of the bosonic case in which all the canonical
commutators vanish, cf., Berezin, F. A., “The Method of Second Quantization,” Academic Press, 1965.
The Grassman variables are most often used in constructing functional integrals for femionic systems,
cf., Negele, J. W., and Orland, H., “Quantum Many-Particle Systems,” Perseus Books Group, 1998,
pp.25-37
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Given |®) one can write

pr) = (B]p(x)|®) + 55(r)

separating the average and the fluctuations of p(r,t). It is natural to ask if neglecting the
fluctuations would be a good approximation. This would certainly greatly simplify the
problem. It would also be in line with similar approximations known in other fields under
the name ”mean field approximation”!?. In the many-fermion systems such mean field
approximations were first introduced in atomic physics by Hartree and then supplemented
by Fock to result in the Hatree-Fock method. We will address these developments in a
separate chapter. Mean mean approximation and its extensions play a very important
role in theoretical treatment of such many fermion systems as atoms, nuclei and solids.

4.6 The Fock space.

In the first quantization formalism we encountered the notion of the Hilbert space. For
N particles this was the space of all functions of N variables

O(x1, 22, ..., xy)  with
Ty =Ty, a=1,...,N, symmetrized for spinless bosons ,

Ty =Tq,04, a=1,..., N, antisymmetrized for fermions

The operators acting on such functions didn’t change the particle number N. The situa-
tion is different in the second quantization formulation. Here already the most elementary
operators 1[}(1‘), T (r), a;, a; , etc., change the particle number and the most general wave
function should be a linear comblnatlon of functions like ® with different N’s and in-

cluding the vacuum

) = C©o) +Zc Yot |0) +Zc<2 )bt
+ > O ki ¢N|0>+ ~~~~~~ (4.151)

i182..

The Hilbert space of all such functions is called the Fock space and is a direct sum

(vacuum) EB (1 particle Hilbert space) @ (2 particle Hilbert space) @ .. (4.152)

. @ (N particle Hilbert space) @

10 There is an important aspect which must be addressed first. This is related to the fact that p(r,t)
and therefore its average includes all the particles in the system while the mean field potential acting on

any given particle
/V(r —1)p(x', t)d3r

must exclude this particular particle. This problem is elegantly solved in the Hartree-Fock method
described in the Mean Field Approximations chapter
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4.7 Appendix

4.7.1 Bosons - reviewing the properties of a’ s and a*’s
The vacuum state

Let us defined a special state denoted |0). We shall call this state a vacuum state. The
only properties we will ever need of this state are that it gives zero when acted upon with
anyone of the operators a; and that it is normalised

a0y = 0 i=1,2, .. (4.153)
o) = 1

Single mode

We start by considering the pair a;, a of operators with a fixed index i. We will call
them operators of a single mode ul(r). We then define the state (following an analogy
with the oscillator ladder operators)

11;) = a;|0) (4.154)

7

As is easy to see this state is normalised. Indeed using the commutation relations and
the properties of |0) find

(13]1;) = (0lasa; |0) = (0|1 + a; a;|0) = (0[0) =1

Also have orthogonality
(1:]0) = (0las|0) = 0
In the same way we define
1
V2

The normalization constant is found as const = 1/ V2 by calculating the norm

12;) = const ;" |1;) = —= a; |1;) (4.155)

(20020 = Jeonst*(Lilasaf [15) = |eonst* (Liaia; af0) =
= \const\ (1; |(1+a a;)a +|0> |const| [<1-\a+\0>
+  (Lila; (1 + afa;)|0)] = 2|const|*(1;]1;) = 2|const|?

We have orthogonality

L+ araos) = —=(1]0,) =0

L a.at10.
<1l| (2ad |Ol> \/‘ \/‘

1 ~ —_
(Lilai|1;) = 7

V2

and even more trivially

(2i]1;) =

(2:]0s) = —=(1ilai|0) = 0

7
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By iterating we define
/\+ 1 A_l'_ 2 A_l’_ n;
ang —1) = ————=(a; )*In; —2) = --- = (@)™

1
Vi ni(n; —1) Vil

One can prove that the resulting states |n;) form orthogonal set

Ing) = 0)  (4.156)

(mln;) =0 for m; #n;

Indeed writing

) = 0™ 1)

and commuting each a;’s to the right all the way to |0) one proves this to vanish for
m; # n;.
We also have

1 1
alng)) = af a; )"0y = vVny + 11— (a)™ 0
i) = af—=(@l)mo) — (@)
R JUE SN 1 i 1 R
aini) = a; (a;)™|0) = ni——(a)"10) = v/ni———(a;)™ ~|0)

where the factor n; in the second equality of the second line results from commuting a;
through n operators in (@;)™ to get it acting on |0). The above calculation shows that

dj_"ﬁq) =\/n; + 1|ni + 1> R dl\nﬁ = \/771‘711 — 1> (4157)
Note also that by hermitian conjugation
(nila; = Vni + Hni +1), (nila; = /ni(ni — 1 (4.158)

The last two sets of equalities define the action of the operators a; and &f on any state
"belonging” to the mode w;(r). Indeed for any such state |£;) we can determine the result
of acting on it with @; or ;] by writing it as a linear combination |¢;) = > o, Cnilmi) of
the basis states |n;).

Let us now consider the operator f; = a; ;. The basis states |n;), Eq. (4.156) are its
eigenstates

filni) = a; ailni) = /i af [ni — 1) = ngfn;) (4.159)

This operator is the i-th mode number operator.

Many modes

We now generalize the above single mode construction to all modes of the complete set
u;(r). This is easily done mostly because pairs of @; and a; commute for different i’s.
The general multimode analogue of the states |n;) is

[h) = s = T =TT \/%(aj)m

0) (4.160)
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The operators @; and a; act on these states as
CAL;_|TL1,...,’I7,Z',...> = \/ni+1|n1,...,ni+1,...>
di|n1,...,ni,...> = /1 \nl,...,ni—l,...> (4161)
and have number operators for all modes
’fLi|TL1,...,TLi,...> = &f&l\nl,,nl,> = ni\nl,...,ni,...> (4162)
It is useful and important to introduce the total particle number operator
Nop = _hi=> afa; (4.163)
i i
which "measures” the sum of all n;’s
Nop|ni,na, ..., ng,...) = <Z nz> |n1,no, ... ng, .. .) (4.164)
i
4.7.2 Bosons - wave function normalization
Let us consider the norm of the wave function Eq. (4.79)
(D)D) = (4.165)
N
= // H dProdiry & (v, rh, ... vy)®(r1,re,. .., TN ) (T, . [T, TN
a,b=1
We need to evaluate the overlap (rf,...,r’y|r1,...,ry). In a straightforward way by

commuting ¢(r},)’s to the right all the way to the vacuum state |0) we obtain

(), .. ehle, ) = Jeonstn 20| (x ), b(@)p T (ry) .. 0T (en)|0) =

N N
= |eonsty [*(O[h(ry), ...(rh) Y o(r) — o) [[ T (rs)[0) =
a=1 b#a
N

a=1

N N
— Jeonst PO ), 00 360k —ra) S oh—w) [[ dHrl0) =
b=1,b#a

c=1,c#a,b
N N

b=1,b#a d=1,d#a,b,c

N
|const |2 Z H 5(rl, —rpg)

P a=1

N
oo = |consty|? Zé(r’l —r,) Z 5(rh, —ryp) Z §(rh —rg)..(0]0) =

(4.166)

where P stands for permutations of the particle indices ¢ = 1,2,.., N. There are N!

permutations of N indices and therefore N! terms in the last sum.



Version of April 11, 2023 205

Using this result in Eq. (4.165) one can use the delta functions to reduce the norm
(®|®) to a sum of integrals

N
<(I)|(I)> = |CO7’L8tN|2Z/HdBT'a(I)*(I‘pl,I‘pg,...,I‘pN)‘I)(I‘hI‘Q,...,I'N)
P a=1

Since ®(ry,ry,...,ry) is symmetric with respect to the permutations of its arguments
the above N! integrals are identical

N
(@\@):N!|constN|2/Hd3ra|<1>(r1,r2,...,rN)|2

a=1

which leads to the consistent normalization conditions to unity of both first and second
quantization wave functions Eq. (4.80) for the choice of the const as

1
Vv N!

consty =

4.7.3 Bosons - calculating K,,|®?)
As with U,,|U) we start by considering

/d3r P (r) (—vr)

Using in this expression the result (4.76) and
Vid(r — 1) = —VrVy,d(r — 1) = V3 6(r —1p)

*(rq)[0)

u’:]z

we get it in the form

[ it 3 (—iva) ste e [0 | 0

b=1 aF#b
Therefore

9 N
Kop|) = / Hd ro(rrarw) [ i) (<9t ) o [T 610 -

a=1
— L/H d3ra®(ry, 1o, ... rN)/d3r ot (r) i (—hQV% ) o(r —ryp) ﬂz[ﬁ(ra) |0) =

m a=1 b=1 2m ’ a#b
Yo A

\/7 /d?’r oH(r / H dr, Z <_2Vrb> O(ry,ra,...,rN)0(r —1p) al;[bw“L(ra) |0)

in the last line we changed the order of integration and then did integration by parts
(twice) to free the delta functions and transfer Vi, to act on ®(ry,...,ry).
Changing the order of integrations back again and using the delta functions we obtain
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4.7.4 Fermions - calculating F,,|®)

Deriving the action of the operator Fo(;), Eq. (4.144) on the many fermion wave function
Eq. (4.141) let us start by applying the part g/;;r,(r)fgg of Fé;) to the expression (4.140),
with the result

N
consty Z fgc),(r)éwad(r —1,) H 1[}0 (rp) 1/)+ H w (rp)]0) (4.167)
a=1

b<a b>a

Here we for simplicity assumed that fg; is a function of r only so that we could bring
va:, (r) "through it” and commute to where 77?1;@ (r,) was. This commuting generated
additional the factor (—1)% giving overall unity when combined with the same factor in
Eq. (4.140). We note that for f((;()r depending on —iAVy one should use the intermediate
integration by parts in analogy with what we did in the kinetic energy case with bosons,
cf., Appendix 4.7.3.

To finish the calculation let us sum the result (4.167) over o and ¢’ and integrate over
r. Using d,,, to perform the sum over o and d(r —r,) to do the integral we obtain

N
FO(;)HTW;O' Tq |O szgl()f ra Hw I‘b ¢+ ra H'(/) Iy |O
a=1

a=1 o’ b<a b>a
This gives
N
Fézl)) r Z /Hd re ® rlal,rgcfQ,...,rNaN)F(%)ija(ra)|0):
01,.--ON a=1
Z /Hddrbq)rlal,mog,.. s a0y, ENON) X
Uly ON
xZZf;; (ra) [T 02, ()il (xa) T 92, (x0)]0) =
a=1 o’ b<a b>a
= X /Hdm S S0 (50101, 20 a s BN
Ul; -ON a=1 o’
< [ o, @b, (xa) T ¢4, (rs)10)
b<a b>a

where after the last equality sign we have used the presence of sums over both o, and ¢’
and interchanged notation of their summation variables o, <> ¢’. This finally gives

N
F(l) Z /Hdgra (ryo1,r209,...,*NON Hz/};'a(ra)|0>
a=1
with

@/(r101,1‘202,.. I'NO'N lzzf£1L ra

a=1 o’

!
I‘10’1,I‘20'2,...,I‘a0' ,...,I‘NO'N)




