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Abstract

The immune system, to protect the body, must discriminate between the pathogenic and non-pathogenic microbes and respond to them in different ways. How the mucosal immune system manages to make this distinction is poorly understood. We suggest here that the distinction between pathogenic and non-pathogenic microbes is made by an integrated system rather than by single types of cells or single types of receptors; a systems biology approach is needed to understand immune recognition.
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1. Introduction

The healthy gut houses about 100 trillion (10^{14}) microorganisms. Commensal gut microbes help digest complex polysaccharides, stimulate the development of the mucosal immune system and protect the body from pathogens. However, when confronted with disease-causing microbes, the gut immune system can distinguish them from the commensals and mount a response that protects the host. Defects in the capacity of the mucosal immune system to discriminate between pathogenic and commensal microorganisms can cause pathology: On the one hand, non-inflammatory responses to pathogenic microbes can foster infection; on the other hand, inflammatory responses to non-pathogenic agents can damage the gut and lead to inflammatory bowel disease (IBD). The question of how the immune system manages to recognize pathogenic microbes is one of the most important issues of mucosal immunology.

According to the classical view, single types of cells and molecules can recognize pathogens and trigger inflammatory responses [1]. This classical view is changing now [2]. There is accumulating evidence suggesting that discrimination between pathogenic and non-pathogenic microbes is the outcome of a complex exchange of information between various types of immune-system cells and non-immune cells.

2. Single types of cells and molecules cannot distinguish between pathogenic and non-pathogenic microbes

Two classes of innate receptors crucially involved in intestinal immune responses are Toll-like receptors (TLRs) and Nucleotide-binding oligomerization domain-like receptors (NOD-like receptors) [3]. Pattern recognition receptors, sometimes referred to as pathogen recognition receptors (PRRs), are often considered as sensors of pathogens [4].

Initially, it was suggested that PRRs can recognize pathogens by binding structures unique to them: “The receptors of the innate immune system,… are specific for structures found exclusively in microbial pathogens (pathogen-associated molecular patterns), which is why they function to signal the presence of infection” [5]. However, later studies revealed that
PRRs can become activated by motifs common to pathogenic and non-pathogenic microbes. There are at least 11 kinds of TLRs and all of them can become activated by motifs common to pathogenic and non-pathogenic microbes. For example, the TLR2 ligand, lipoprotein, TLR4 ligand, lipopolysaccharide (LPS), TLR5 ligand, flagellin are present on bacteria independently of their power to cause damage to the host. Another important class of innate immune receptors active in the intestine are NOD-like receptors (NLR). But they too appear to lack the power to discriminate between pathogenic and commensal microbes [6].

It quickly became clear that PRRs recognize microbe-associated molecular patterns (MAMPs) rather than "pathogen-associated molecular patterns" (PAMPs); nevertheless, it has been maintained that PRRs can distinguish self from microbial non-self: “Recognition of PAMPs by the innate immune system allows the distinction between ‘self’ and ‘microbial non-self’” [7]. It has been suggested that this self/non-self discrimination could be sufficient for pathogen detection if, for example, TLRs were compartmentalized in the tissue so that only invasive agents had access to these receptors [7]. However, further experiments revealed that PRRs are not so sequestrated and can recognize and become activated by self as much as by non-self motifs [8]. TLR4 alone can bind microbial structures like LPS, and fimbriae but also self-derived molecules like hyaluronan, β-defensin and heat-shock protein 60 (HSP60) [9]. Similarly, TLR9, once considered a sensor of unmethylated repeats of the dinucleotide CpG, has turned out to recognize DNA in a sequence-independent manner [10]. All in all, it has been shown that PRRs can distinguish neither between pathogenic and non-pathogenic nor between self and non-self.

In the face of data showing that PRRs recognize microbial as well as host motifs it has been proposed that the primary role of PRRs is to signal danger. Indeed, many endogenous ligands bound by PRRs are molecules released during stress or tissue damage. Thus, it was suggested that the primary role of PRRs is to recognize endogenous and exogenous (microbe-derived) damage-associated molecular patterns (DAMPs) [9,11]. Apart from cases of sterile inflammation [12], damage signals recognized by PRRs seem to indicate infection events and thus also, indirectly, the presence of a pathogen. However, recent studies show that PRRs can promote down-regulatory type responses as well as proinflammatory responses. For example, it has been shown that TLR2 is required for the induction of IL-10-producing T-cells by capsular polysaccharide A from one commensal species [13]. TLR9 is known to protect mice from experimental colitis by inducing IFNγ [14]. A TLR4 agonist, LPS has been shown to enhance survival and proliferation of CD4+CD25+ T-cells [15]. Finally, PRRs are known to be expressed on the apical surface of IECs where they are constantly stimulated by segmented filamentous bacteria (SFB) strongly attached to the epithelium. This stimulation does not signal danger nor does it initiate inflammatory responses; “A problem with TLR agonists that has not been fully appreciated is that they can generate suppressive as well as proinflammatory responses in innate immune cells and can promote the induction of regulatory as well as effector T-cells” [16]. These observations do not undermine the concept that PRRs do participate in danger signaling, rather they suggest that these receptors have no power of their own to signal danger and their activation is not sufficient for pathogen detection or self/non-self discrimination.

In the face of empirical data demonstrating that single types of immune receptors cannot distinguish between pathogenic and commensal microbes, some researchers have turned to the idea that immune recognition is performed by single type of cells. For example, Aderem formulated a “barcode model of immune recognition”. He argues that different types of TLRs expressed by an immune cell jointly read a “barcode” on a pathogen and induce immune responses accordingly: “For example, if microbe 1 activates TLR4 and TLR5, it is likely to be a flagellated gram-negative organism, whereas TLR2 and TLR6 together with TLR5 will detect a flagellated gram-positive bacterium” [17]. In addition, to the “barcode model” there are several other attempts to explain immune recognition in terms of collective activation of many receptors on a single cell (or a single type of cell) [18].

IECs, for example, have been proposed to be able to recognize pathogens, acting as sentinels for certain types of microbes [19]. The crucial feature enabling pathogen detection by IECs seems to be cell polarization [20]: The apical and basolateral surfaces of IECs feature different types of TLR molecules [21]. For example, it has been suggested that IECs do not express TLR5 on the apical surface thus making it impossible for commensal agents resident in the lumen, to activate this receptor [22]. However, further experiments demonstrated that TLR5 as well as many other PRRs are expressed on the apical surface and luminal agents can engage these receptors without triggering inflammatory responses [23–25].

Dendritic cells (DCs) are another class of cells that was believed to be decisive regarding the phenotype of immune responses. It has often been asked explicitly how DCs can distinguish between pathogenic and non-pathogenic agents; “An unresolved question fundamental to the field of mucosal immunity is how mucosal DCs distinguish commensal flora from pathogenic bacteria and only mount protective immunity against the latter” [26]. It is becoming clear now that DCs do not have power to distinguish between pathogenic and non-pathogenic agents. The course of immune responses induced by DC depends on conditioning by IEC-derived factors [27–29]. Depending on conditioning by cytokines, intestinal DCs can promote the differentiation of T-cells into regulatory T-cells or effector T-cells.

In addition, to DCs and IECs, macrophages and neutrophils have been proposed to be able to distinguish between pathogenic and non-pathogenic microbes. However, there is evidence suggesting that the type of response induced by a macrophage or a neutrophil depends on detection of common microbial constituents and environmental conditions more than the actual status of the recognized microorganism as pathogenic or safe. Collectively, these data suggest that single types of immune cells cannot recognize microbes as pathogenic or safe.
3. Single types of cells and molecules, in principle, cannot recognize pathogens because pathogens lack structures unique to them

Immune cells sense their environment by means of their receptors. These receptors recognize molecular motifs in the microenvironment. Taking this into account, we can say that an immune cell would be able to discriminate between pathogenic and non-pathogenic microbes only if pathogenic and non-pathogenic (commensal) microbes would have molecular motifs unique to each type.

Do microbes really express such discriminatory molecular motifs? The question, however, is hypothetical because the same microorganism can be pathogenic in one circumstance and commensal or beneficial in another [30]. For example, Helicobacter pylori colonizes the gastric mucosa of 80–90% of people in less developed countries [31], but it causes symptomatic disease in only 15–20% of infected individuals [32]. The same strains of uropathogenic Escherichia coli clones can be commensal in one condition and pathogenic in another [33]. One could provide a very large number of examples of microbes whose pathogenic potential is context-dependent. Obviously, the pathogenic potential of a microbe varies with the colonization site and depends on the state of the host immune system. “The question ‘what is a pathogen’ cannot be separated from the question ‘what is a host’” [34].

As we have mentioned, many PRR ligands are expressed by both pathogenic and non-pathogenic agents: LPS, flagellin, CpG, peptidoglycan (PGN), all can be found on disease-causing agents as well as on commensal microbes. However there is a class of features that might be exclusive domains of pathogenic agents. These are the products of the so-called “pathogenicity genes”; “Genetic analyses have shown that bacterial pathogens express these genes and there are microbes that are pathogenic despite lacking them. However, the most unexpected support for the thesis that the property of being pathogenic is not just a matter of having certain unique structural or biochemical features comes from studies showing that, in certain conditions, persistent bacterial infections have long-lasting beneficial consequences for the host [31]. For example, it has been pointed out that the coordinated balance between H. pylori infection and the host immune response has beneficial effects for the host [48]. Thus, from a wider perspective, a putative pathogen can establish its role as a symbiont.

As one can see, cytotoxins, secretion systems, fimbriae and others can be virulence factors in some conditions, colonization factors in other conditions and symbiosis factors in yet other conditions. Pathogenic and commensal microorganisms appear to employ similar or even identical molecular mechanisms to express their pathogenic or symbiotic potential [37]. In particular, both pathogenic and symbiotic bacteria must actively “manipulate” the host immune system to make it possible for them to colonize the body. In short, no microorganism is just pathogenic or just commensal. Being pathogenic or commensal is not a pre-established, context-independent and host-independent property. Any microorganism is pathogenic or commensal in a given context, under given conditions. It is the interplay between the context and the intrinsic features of a microbe that make it pathogenic or safe. Thus, in addition to the genetic predilections of a microorganism, environmental factors play an important role in defining a microorganism as pathogenic or not [49]. Since the identity of a microbe as pathogenic or safe does not depend on its structural features exclusively, a single type of receptor or a single type of cell is not in the position to recognize the microbe as pathogenic or safe in principle.
4. Return to basics: what makes a pathogen a pathogen?

Structure is an important factor influencing the pathogenic or commensal function of a given microbe. However, as we have seen, structurally identical agents can be pathogenic or commensal depending on the context. This implies that structure is not the only factor. In the gastrointestinal tract, another important pathogenicity-making factor is the composition of the commensal flora.

There are at least four ways in which commensal-bacterial communities can influence the status of a microorganism as pathogenic or commensal. First, luminal bacteria can provide a degree of protection by occupying environmental niches needed by pathogens or by producing antimicrobial peptides [50]. The damaging potential of a microorganism can thus be modulated by competition with other microbes. Secondly, bacteria are equipped with quorum-sensing mechanisms whose activation can promote expression of genes that mediate attachment, invasion, dissemination and survival in the host. Induction or inhibition of these genes can affect the capacity of a microorganism to invade the body [51,52]. Thirdly, commensal-derived metabolites such as butyrate have been shown to inhibit the production of proinflammatory cytokines and promote secretion of immunoregulatory mediators such as IL-10 [53]. This IL-10 production can in turn indirectly affect the pathogenic properties of microbes. Finally, alterations in the composition of commensal communities can affect the balance between immunity and tolerance and thus facilitate or impede the power of bacteria to establish a site of infection. For example, one commensal species, Faecalibacterium prausnitzii, has been shown to induce the production of IL-10 and downregulate secretion of TNF-α and IL-12 by an epithelial cell line [54]. This suggests that F. prausnitzii has the capacity to attenuate immune responsiveness to other bacterial species in the intestine. This down-regulation of responsiveness can assure integrity of the mucosal tissues and enhance the non-pathogenic properties of some agents.

Studies by Ivanov and colleagues provide another example of how alterations in the composition of gut microflora can influence pathogenic or commensal properties of intestinal microbes. The specific composition of commensal communities has been shown to regulate the balance between interleukin-17 producing CD4+ T-cells (Th17 cells) and Foxp3+ regulatory T-cells (Tregs) [55]. Disregulation of the balance between these two classes of cells can influence the pathogenic potential of many kinds of intestinal microorganisms [56]. Everything being taken into account, it is becoming clear that the microbiota of the human gut produce complex and powerful mechanisms for shaping the pathogenic or symbiotic potential of any intestinal microbe [57,58]. Therefore, regulated control of the composition of the microflora has emerged as a promising therapeutic opportunity for the treatment of acute and chronic intestinal diseases [59].

In addition to the biochemical and structural composition of the gut and the microbial environment, the very act of immune recognition is another important determinant of the pathogenicity of a given intestinal agent. Sometimes, the recognition of a microbe as pathogenic makes it pathogenic and the recognition of the microbe as safe makes it safe. For example, Shigella is an opportunistic bacterium responsible for dysentery that invades the colonic and rectal mucosa. As a gram-negative bacterium, Shigella expresses LPS. Fernandez et al. reported that dimeric IgA produced by B-cells in subepithelial tissues colocalizes to LPS in the apical recycling endosome compartment of the IEC, thereby preventing LPS-induced NFκB translocation and a subsequent proinflammatory response. This colocalization makes it possible for the immune system to shut itself down and so avoid recognizing Shigella as pathogenic. This natural down-regulation of the response assures that the microbe remains non-pathogenic. On the other hand, in conditions of IgA deficiency, bacterial-derived LPS can successfully induce secretion of TNF-α by IECs and promote proinflammatory responses. The inflammation, in turn, can lead to mucosal damage, enabling Shigella to colonize the subepithelial tissues and so become pathogenic. As one can see, in the case of IgA deficiency, it is the recognition of the bacterium as pathogenic that makes it pathogenic [60]. However, even this pathogenicity-making factor does not determine the disease-causing potential of a microbe in isolation. In fact, patients with selective IgA deficiency often do not have a clinical phenotype. On the other hand, experimental studies demonstrate that IgA specific to LPS protects from Shigella infection [61]. The protective role of LPS-specific IgA is also taken for granted in human volunteer studies of Shigellosis [62]. All of this suggests that a change in one pathogenicity-making factor can often reverse the overall potential of an intestinal agent to damage the host even if this factor is not the only one that promotes the invasive potential of the microbe.

Apart from cases where recognition of a microorganism as pathogenic or safe makes it pathogenic or safe respectively, there are also opposite examples. Recognition of a microbe as safe can sometimes grant it the power to invade the body and become pathogenic. Many microorganisms have developed strategies to hijack host cellular mechanisms to assure that non-inflammatory responses will be induced against them. The most straightforward example is that of Salmonella typhimurium. Salmonella expresses a type III secretion system that allows it to transfer effector proteins into host cells. One of these effector proteins is a deubiquitinase that prevents poly-ubiquitination of IκB. This mechanism inhibits NFκB-mediated TNF-α production [63,64].

As one can see, the property of being pathogenic is not a pre-established feature of a microorganism. The property of being pathogenic or commensal is complex, context-dependent and host-dependent. There are many environmental and structural factors influencing the pathogenic behavior of a microorganism, and we have mentioned only a few of them. Fig. 1A enumerates some additional pathogenicity-making factors. It is very important to note that, regardless of their mode of action and number, pathogenicity-making factors do not act in isolation; there is always a causal interplay between them. In other words, the potential to produce damage by
A given microbe is realized by *causal interactions* between pathogenicity-making factors, and not by the *collective sum of individual factors*. The same pathogenicity-making factors interlinked by different kinds of causal connections can determine the host-damaging potential of a microorganism in various ways.

It is impossible to make a list of all the causal connections between pathogenicity-making factors and explain how their mutual interactions might jointly affect the status of a microorganism as pathogenic or safe. However, a simple example can help us understand this causal interplay. For example, the composition of commensal communities and their immune recognition have been cited here as examples of pathogenicity-making factors. There is a strong interaction between them, so they can be said to determine pathogenic or commensal properties of a given microorganism jointly. For example, it has been proposed recently that *Lactobacillus paracasei* can downregulate the production of proinflammatory cytokines by DCs. By inhibiting these cytokines, *L. paracasei* can affect the recognition of other bacteria by the immune system. Indeed, it has been demonstrated that this probiotic microbe can inhibit differentiation of T helper 1 cells (Th1) in response to *S. typhimurium*. Thus, a modified immune recognition of *Salmonella* can restrain the damaging potential of this bacterium [65].

There are also studies showing that immune recognition of intestinal microbes can be modulated by a combination of specific microbial species. For example, specific microbial compositions can induce regulatory responses to *S. typhimu- rium* by inhibiting proinflammatory NFκB activation following...
infection. This inhibition increases the frequency of CD4⁺CD25⁺FoxP3⁺ regulatory T-cells (Tregs) in the intestinal lamina propria. Thus, induced regulatory type responses prevent S. typhimurium-derived inflammatory tissue damage, thereby limiting the potential of these bacteria to invade the tissues [66]. In other words, the specific composition of commensal communities has been shown to make S. typhimurium safe and this limits the pathogenic potential of the bacterium. As one can see, immune recognition and commensal composition jointly influence the status of a microorganism as pathogenic or safe. However, one should be aware that the ultimate status of a microbe does not depend on the joint action of just two factors but on a complex causal interplay between a number of factors. Some of these causal interactions are shown in Fig. 1A.

5. How does pathogen/non-pathogen discrimination take place?

If a single type of receptor or a single type of cell is not able to tell whether a given microorganism is pathogenic or safe, then how is recognition of the difference performed by the immune system? If the status of a microorganism depends on a number of proximal and distant environmental factors, then reliable recognition of the microorganism as pathogenic or safe requires recognition of all of these factors. Therefore, we propose here that immune recognition of a microorganism as pathogenic or safe requires the engagement of multiple detection modules specialized in the detection of individual pathogenicity-making factors.

One such detection module is a mechanism dedicated to the identification of the exact anatomical localization of a given microbe. Accurate evaluation of the potential danger inherent in an intestinal bacterium requires detecting where the bacterium is located in the host. For example, in the context of the gut-associated lymphoid tissue (GALT), if a bacterium is located in the lamina propria, the bacterium is invasive. If, in contrast, the bacterium is retained in the intestinal lumen by a mucus layer, IgAs and tight junctions between IECs, it is likely to be harmless.

There are a number of adaptations in the intestinal immune system that help to determine the exact localization of a microorganism, one of which is polarization of IECs that has been mentioned above. The kind of signaling pathway initiated by a given type of immune receptor may depend on its apical, cytosolic or basolateral localization. However, information about the apical or basolateral localization of a microorganism alone is not sufficient to determine its status as pathogenic or safe. For example, H. pylori do not normally penetrate the epithelium, but rather express their pathogenic potential by altering epithelial cell functions [32]. Moreover, commensal non-pathogenic bacteria may find themselves in the submucosal tissues by chance. Intestinal macrophages, in contrast to other kinds of macrophages, have been shown to be resistant to the induction of inflammatory responses despite retaining their phagocytic and bactericidal functions [67]. This resistance helps prevent induction of active responses against non-pathogenic bacteria that may enter the subepithelial tissues because of tissue damage. If the anatomical localization of a microorganism would be a reliable marker of its status as a pathogen or commensal, it would be advantageous for the host to express PRRs exclusively on the basolateral surface of the epithelium. This possibility was investigated extensively but turned out to be wrong [68].

Another important piece of information about the status of a microorganism as pathogenic or safe comes from a detection module specializing in the recognition of microbial structural features. These features are sensed directly by antigen-sampling DCs and IECs. Recognition of such structural features is translated into signals that can influence the type of induced response.

Detecting structural motifs and topology provides very important information to help the immune system identify a microorganism as pathogenic or safe. However, as discussed above, the potential to produce damage to the host by a given agent does not only depend on its localization and structure, but also on the composition of the intestinal flora (cf. Fig. 1A). Consequently, there is a specialized detection module whose role is to recognize the composition of commensal communities; this module involves receptors on the apical surface of the intestinal epithelium. Activation of these receptors is translated into signals that can modulate immune responses accordingly. Different bacterial products can activate different signaling cascades that are translated into secreted cytokines, chemokines and other mediators. Apart from being able to activate various intracellular signaling pathways, commensal bacteria are able to suppress signaling cascades at different levels of their activation. For example, it has been shown that Yersinia spp. blocks the NFxB pathway at the level of IkB phosphorylation, whereas Bacteroides spp. can inhibit transcriptional activity of NFxB by activating peroxisome-proliferation-activated receptor-γ pathways [69,70]. Inhibition of specific signaling pathways at different levels of activation results in transcriptional responses correlated with the presence of specific bacterial products in the intestine. IECs do not have to detect the structure of each individual microbe to acquire information about the composition of the luminal flora. Apart from SFBs that directly interact with IECs, there are also microbes separated from the intestinal epithelium by a mucus layer. The latter, however, have only mild effects on immune activity [71].

As one can see, no single detection module alone has the capacity to distinguish between pathogenic and non-pathogenic microbes. Instead, each module provides important information about the damaging potential of a given microorganism. All these pieces of information have to be integrated to empower the immune system to decide about the type of response is appropriate for dealing with the microbe. The immune system cannot achieve this object by behaving as a passive collector of cues about various aspects of a microorganism; the system has to integrate all the collected information. Just as pathogenicity is the outcome of a multiplicity of pathogen and host factors, the recognition of pathogenicity requires the integrated recognition of a multiplicity of factors...
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(Fig. 1A). In other words, the immune system must be able to recognize the interactions of pathogenicity-making factors, and not only their mere presence or absence.

This “holistic” recognition requires an exchange of information between detection modules for individual pathogenicity-making factors. How is this exchange of information possible? It is difficult to answer this question because of the complexity of the integration processes and the scarcity of knowledge about them. However, one can get some idea of how bits of information about pathogenicity-making factors are integrated by looking at the relationship between two well-characterized detection modules for microbial structure and for the composition of the environment. These two cues have to be integrated. DCs detect information about the structure of the microbe, and IECs detect information about the composition of the luminal flora. The molecular basis of detection is slightly different in each case because IECs are polarized and DCs are not. This polarization of IECs tells whether a microbe is located in the lumen or in the lamina propria. Integration of the information results from a constant dialogue between these two classes of cells. IEC-derived products have been shown to condition DCs to promote certain types of immune responses [49]. Thus, immune responses induced by activated DCs depend on the sampled antigens as well as on IEC conditioning mediators [27–29]. For example, it has been demonstrated that luminal bacterial products can activate IECs to produce thymic stromal lymphopoietin (TSLP). TSLP, in turn, has the capacity to induce the production of IL-10 and downregulate the production of IL-12 by DCs [72]. Activation of naïve T-cells in the presence of IL-10 promotes their conversion into IL-10-producing T-cells. IL-10-producing T-cells, in turn, have been shown to be able to cure and protect from colitis in a T-cell transfer model. In addition to TSLP, there are many other mediators produced by IECs in response to different kinds of luminal content, including TGF-β, prostaglandin E2 (PGE2), B-cell activating factor (BAFF) and a proliferation-inducing ligand (APRIL) [73]. Another example of IEC-mediated conditioning of DCs involves prostaglandin E2 (PGE2). PGE2 can induce expression of indoleamine 2,3-dioxygenase (IDO) in DCs [74], an enzyme with potent immunosuppressive effects [75]. Production of these factors (TSLP, PGE2 and many others) by IECs depends on gene expression. Gene expression in IECs, in turn, is influenced by the composition of commensal-bacterial communities. As one can see, informational crosstalk between a module dedicated to recognition of commensal-bacterial composition and a module specializing in detection of microbial structure expresses itself in the conditioning of dendritic cells.

Fig. 1B lists observations indicating that recognition of a microorganism as pathogenic or safe is mediated by detection of factors that influence the status of a given microorganism as pathogenic or safe. It also illustrates the idea that fragments of information about various properties of a microorganism must be put together to produce a unified and properly adjusted immune response. This unified representation of a microorganism in the immune system is what we call immune recognition. The mere binding of a ligand to a receptor may activate the receptor, but it does not constitute functional recognition, which, as we have discussed here, depends on the integration of information collected from various sources. In order to reflect the dynamic interaction between pathogenicity-making factors, dynamic crosstalk between individual detection mechanisms has to take place. We refer to this crosstalk as “co-respondence” [76]. Co-respondence is a complex exchange of signals between cells and molecules leading to a decision at the level of the interacting population. In our case, it is an inter-cellular and intermolecular “dialogue” whose outcome is recognition of a microorganism as pathogenic or commensal [77]. Since there is no information center in a strict topological sense (no brain-like controller), “co-respondence” itself should be regarded as a central processing unit integrating pieces of information about pathogenicity-making factors. Representation of a microorganism as pathogenic or safe is not encoded in a single type of receptor activation or cell activation, but is a distributed image unfolding over time and involving the dynamic actions of a great number of signals [76].

6. Concluding remarks

The theory that single types of cells and molecules act as sentinels, when originally formulated, was a good representation of the available data. However, more recent experimental findings challenge this paradigm; discrimination between pathogens and non-pathogens is the outcome of a complex exchange of signals between cells and molecules, both of the host and the bacteria. Why has this paradigm been maintained?

One possible reason is historical. The idea of PAMPs has been developed in the context of the paradigm according to which innate immune receptors can distinguish between self and non-self. It was taken for granted that microbes must be recognized as foreign regardless of their status. Another reason is methodological. Contemporary immunology tends to favor molecular and cellular methods of analysis. Such reduction allows one to study single types of cells and their local interactions, and permits tracing a linear sequence of consecutive events from cause to effect. However, immune recognition is barely visible at this reduced level of analysis. Discrimination between pathogenic and non-pathogenic microbes does not involve single types of cells but many types of cells constituting a complex causal network (Fig. 1B). Most importantly, immune recognition requires integrated exchange of signals and it is the exchange that represents the greatest obstacle to the classical paradigm of the discriminating sentinel.

Biologic processes that go beyond direct signaling within or between cells can be termed systemic processes. Here, we show that immune recognition is not only a cellular and molecular process but is also a systemic process performed by the system as a system. A bird’s eye view is needed to grasp systemic processes. One has to zoom out to larger scales in order to see and understand how the system makes its
decisions about how to respond to a microorganism [78]. Systems biology, the study of a system as a whole, is a new field that promises to explain higher level biological processes. We propose that immune recognition is a property of the system domain [79].
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