Abstract:
AI aims to build systems that interact with their environment, with people, and with other agents in the real world. This vision requires combining perception with reasoning and decision-making. It poses hard algorithmic challenges: from generalizing effectively from few or no samples to adapting to new domains to communicating in ways that are natural to people. I'll discuss our recent research thrusts for facing these challenges. These will include approaches to model the high-level structure of a visual scene; leveraging compositional structures in attribute space to learn from descriptions without any visual samples; and teaching agents new concepts without labels, by using elimination to reason about their environment.
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