Theoretical and Empirical Investigation of Several Common Practices in Deep Learning

Abstract:

We examine several empirical and theoretical results on the training of deep networks. For example, Why are common “over-fitting” indicators (e.g., very low training error, high validation loss) misleading? Why, sometimes, early-stopping time never arrives? Why can adaptive rate methods (e.g., adam) degrade generalization? Why commonly used loss functions exhibit better generalization than others? Why use weight decay before batch-norm? When can we use low numerical precision, and how low can we get? and discuss the practical implications of these results.
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