
Omri Sarig

Introduction to the transfer
operator method

Winter School on Dynamics

Hausdorff Research Institute for Mathematics, Bonn, January 2020





Contents

1 Lecture 1: The transfer operator (60 min) . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Definition, basic properties, and examples . . . . . . . . . . . . . . . . . . . . . . 3
1.3 The transfer operator method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Lecture 2: Spectral Gap (60 min) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Quasi–compactness and spectral gap . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Sufficient conditions for quasi-compactness . . . . . . . . . . . . . . . . . . . . 9
2.3 Application to continued fractions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3 Lecture 3: Analytic perturbation theory (60 min) . . . . . . . . . . . . . . . . . . 13
3.1 Calculus in Banach spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Resolvents and eigenprojections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 Analytic perturbations of operators with spectral gap . . . . . . . . . . . . . 15

4 Lecture 4: Application to the Central Limit Theorem (60 min) . . . . . . 17
4.1 Spectral gap and the central limit theorem . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Background from probability theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3 The proof of the central limit theorem (Nagaev’s method) . . . . . . . . . 18

5 Lecture 5 (time permitting): Absence of spectral gap (60 min) . . . . . . . 23
5.1 Absence of spectral gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.2 Inducing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.3 Operator renewal theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

A Supplementary material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
A.1 Conditional expectations and Jensen’s inequality . . . . . . . . . . . . . . . . 27
A.2 Mixing and exactness for the Gauss map . . . . . . . . . . . . . . . . . . . . . . . 30
A.3 Hennion’s theorem on quasi-compactness . . . . . . . . . . . . . . . . . . . . . . 32
A.4 The analyticity theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
A.5 Eigenprojections, “separation of spectrum”, and Kato’s Lemma . . . . 41
A.6 The Berry–Esseen “Smoothing Inequality” . . . . . . . . . . . . . . . . . . . . . 43

1





Lecture 1
The transfer operator

1.1 Motivation

A thought experiment Drop a little bit of ink into a glass of water, and then stir it
with a tea spoon.

1. Can you predict where individual ink particles will be after one minute? NO: the
motion of ink particles is chaotic.

2. Can you predict the density profile of ink after one minute? YES: it will be nearly
uniform.

Gibbs’s insight: For chaotic systems, it may be easier to predict the behavior of
large collections of initial conditions, than to predict the behavior of individual ini-
tial conditions.

The transfer operator: The action of a dynamical system on mass densities of
initial conditions.

1.2 Definition, basic properties, and examples

Setup. Let T : X → X be a non–singular measurable map on a σ–finite measure
space (X ,B,µ). Non-singularity means that µ(T−1E) = 0⇔ µ(E) = 0 (E ∈B).
All the maps we consider in these notes are non–invertible.

The action of T on mass densities. Suppose we distribute mass on X according
to the mass density f dµ , f ∈ L1(µ), f ≥ 0, and then apply T to every point in the
space. What will be the new mass distribution?
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4 1 Lecture 1: The transfer operator (60 min)

(The mass of points which land at E) =
∫

1E(T x) f (x)dµ(x), (1E =indicator of E)

=
∫
(1E ◦T )dµ f (x), where µ f := f dµ

=
∫

1Edµ f ◦T−1 =
∫

E

( dµ f ◦T−1

dµ

)
dµ (Radon-Nikodym derivative)

Exercise 1.1. µ f ◦T−1� µ , therefore the Radon-Nikodym derivative exists.

Definition: The transfer operator of a non-singular map (X ,B,µ,T ) is the opera-
tor T̂ : L1(µ)→ L1(µ) given by

T̂ f =
dµ f ◦T−1

dµ
, where µ f is the (signed) measure µ f (E) :=

∫
E

f dµ.

The previous definition is difficult to work with. In practice one works with the
following characterization of T̂ f :

Proposition 1.1. T̂ f is the unique element of L1(µ) s.t. that for all test functions
ϕ ∈ L∞,

∫
ϕ · (T̂ f ) dµ =

∫
(ϕ ◦T ) · f dµ .

Proof. The identity holds: For every ϕ ∈ L∞,∫
ϕ ·(T̂ f ) dµ =

∫
ϕ · dµ f ◦T−1

dµ
dµ =

∫
ϕdµ f ◦T−1 !

=
∫
(ϕ ◦T )dµ f

!
=
∫
(ϕ ◦T ) f dµ

(make sure you can justify all !
=).

The identity characterizes T̂ f : Suppose ∃h1,h2 ∈ L1 s.t.
∫

ϕhi dµ =
∫
(ϕ ◦T ) f dµ

for all ϕ ∈ L∞. Choose ϕ = sgn(h1− h2), then
∫
|h1− h2|dµ =

∫
ϕ(h1− h2)dµ =∫

ϕh1dµ−
∫

ϕh1dµ =
∫

ϕ ◦T f dµ−
∫

ϕ ◦T f dµ = 0, whence h1 = h2 a.e. �

Proposition 1.2 (Basic properties).

1. T̂ is a positive bounded linear operator with norm equal to one.
2. T̂ [(g◦T ) · f ] = g · (T̂ f ) a.e. ( f ∈ L1,g ∈ L∞),
3. Suppose µ is a T -invariant probability measure, then ∀ f ∈ L1,

(T̂ f )◦T = Eµ( f |T−1B) a.e.

Proof of part 1: Linearity is trivial. Positivity means that if f ≥ 0 a.e., then T̂ f ≥ 0
a.e. Let ϕ := 1[T̂ f<0], then 0≥

∫
[T̂ f<0](T̂ f )dµ =

∫
ϕ(T̂ f )dµ =

∫
(ϕ ◦T ) f︸ ︷︷ ︸
≥0

dµ ≥ 0.

It follows that
∫
[T̂ f<0](T̂ f )dµ = 0. This can only happen if µ[T̂ f < 0] = 0.

T̂ is bounded: Let ϕ := sgn(T̂ f ), then ‖T̂ f‖1 =
∫

ϕ(T̂ f )dµ =
∫
(ϕ ◦T ) f dµ ≤

‖ϕ ◦ T‖∞‖ f‖1 = ‖ f‖1, whence ‖T̂ f‖1 ≤ ‖ f‖1. If f > 0, ‖T̂ f‖1 =
∫
|T̂ f |dµ =∫

T̂ f dµ =
∫
(1◦T ) f dµ = ‖ f‖1, so ‖T̂‖= 1. �



1.3 The transfer operator method 5

Exercise 1.2. Prove parts 2 and 3 of the proposition. (Hint for part 3: Show first that
every T−1B–measurable function equals ϕ ◦T with ϕ B-measurable.)

Here are some examples of transfer operators.

Angle doubling map If T : [0,1]→ [0,1] is T (x) = 2x mod 1, then
(T̂ f )(x) = 1

2 [ f (
x
2 )+ f ( x+1

2 )].

Proof. For every ϕ ∈ L∞,

∫ 1

0
ϕ(T x) f (x)dx =

∫ 1
2

0
ϕ(2x) f (x)dx+

∫ 1

1
2

ϕ(2x−1) f (x)dx

=
∫ 1

0
ϕ(t) f ( t

2 )d(
1
2 t)+

∫ 1

0
ϕ(s) f ( s+1

2 )d( s+1
2 )

=
∫ 1

0
ϕ(x) · 1

2 [ f (
x
2 )+ f ( x+1

2 )]dx.

Exercise 1.3 (Gauss map). Let T : [0,1]→ [0,1] be the map T (x) = { 1
x}. Show that

(T̂ f )(x) =
∞

∑
n=1

1
(x+n)2 f ( 1

x+n ).

Exercise 1.4 (General piecewise monotonic map). Suppose [0,1] is partitioned
into finitely many intervals I1, . . . , IN and T |Ik : Ik→ T (Ik) is one-to-one and has con-
tinuously differentiable extension with non-zero derivative to an ε–neighborhood of

Ik. Let vk : T (Ik)→ Ik, vk := (T |Ik)−1. Show that T̂ f =
N
∑

k=1
1T (Ik) · |v

′
k| · f ◦ vk.

1.3 The transfer operator method

What dynamical information can we extract from the behavior of T̂ ?
Recall that fn −−−→

n→∞
f weakly in L1, if

∫
ϕ fndµ −−−→

n→∞

∫
ϕ f dµ for all ϕ ∈ L∞.

This is weaker than convergence in L1 (give an example!).

Proposition 1.3 (Dynamical meaning of convergence of T̂ n).

1. If T̂ n f −−−→
n→∞

h
∫

f dµ weakly in L1 for some non-negative 0 6= f ∈ L1 then T has

an absolutely continuous invariant probability measure, and h is the density.
2. If T̂ n f −−−→

n→∞

∫
f dµ weakly in L1 for all f ∈ L1 then T is a mixing probability

preserving map.

3. If T̂ n f L1
−−−→
n→∞

∫
f dµ , then for every ϕ ∈ L∞,

|Cov( f ,ϕ ◦T n)| := |
∫

f ϕ ◦T ndµ−
∫

f dµ

∫
ϕdµ| ≤ ‖T̂ n f −

∫
f dµ‖1‖ϕ‖∞,

so the rate of decay of correlations against f is O(‖T̂ n f −
∫

f dµ‖1).
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Proof. 1. Assume w.l.o.g. that
∫

f dµ = 1, then T̂ n f w−−−→
n→∞

h. For every ϕ ∈ L∞,∫
ϕhdµ = lim

∫
ϕ · T̂ n+1 f dµ = lim

∫
(ϕ ◦T )[T̂ n f ]dµ =

∫
(ϕ ◦T )hdµ . So µh :=

hdµ is T -invariant.
2. exercise
3. |Cov( f ,ϕ ◦ T n)| = |

∫
T̂ n f ϕdµ −

∫
(
∫

f dµ)ϕdµ| = |
∫
(T̂ n f −

∫
f dµ)ϕdµ|. So

|Cov( f ,ϕ ◦T n)| ≤ ‖T̂ n f −
∫

f dµ‖1‖ϕ‖∞. �

Exercise 1.5 (Dynamical interpretation of eigenvalues). Show:

1. All eigenvalues of the transfer operator have modulus less than or equal to one.
2. The invariant probability densities of T are the non-negative h∈ L1(µ) s.t. T̂ h= h

and
∫

hdµ = 1. We call hdµ an acip(=absolutely continuous invariant probability
measure).

3. If T̂ has an acip and 1 is a simple eigenvalue of T̂ , then the acip is ergodic.
“Simple” means that dim{g ∈ L1 : T̂ g = g}= 1.

4. If T̂ has an acip and 1 is simple, and all other eigenvalues of T̂ have modulus
strictly smaller than one, then the acip is weak mixing.

5. If T is probability preserving and mixing, then T̂ has exactly one eigenvalue on
the unit circle, equal to one, and this eigenvalue is simple. (Be careful not to
confuse L1-eigenvalues with L2-eigenvalues.)

Further reading

1. J. Aaronson: An introduction to infinite ergodic theory, Math. Surv. & Mono-
graphs 50, Amer. Math. Soc., xii+284pp (1997)

2. V. Baladi: Positive transfer operators and decay of correlations, Adv. Ser. in Non-
linear Dynam. 16 World Scientific x+314pp. (2000)



Lecture 2
Spectral gap

The transfer operator T̂ : L1(µ)→L1(µ) of a non-singular transformation (X ,B,µ,T )
describes the action of the map on mass densities. The density f dµ is moved after
n iterations to T̂ n f dµ . In this lecture we discuss a powerful method for analyzing
the asymptotic behavior of T̂ n f as n→ ∞ for “nice” functions f .

2.1 Quasi–compactness and spectral gap

Some operator theory. Suppose L is a Banach space and L : L → L is a
bounded linear operator. We are interested in the behavior of Ln as n → ∞. We
review some relevant notions.

1. Eigenvalues: λ s.t. Lv = λv for some 0 6= v ∈L
2. Spectrum: spect(L) := {λ : (λ I−L) has no bounded inverse}. Every eigenvalue

belongs to the spectrum, but if dim(L ) = ∞ then there could be points in the
spectrum which are not eigenvalues.1

3. Spectral radius: ρ(L ) := sup{|z| : z ∈ Spect(L)}.
4. Spectral radius formula: ρ(L) = lim

n→∞

n
√
‖Ln‖ = inf

n
n
√
‖Ln‖. In particular, for

every ε > 0, ‖Lnv‖/‖v‖= O(enε ρ(L)n) uniformly on L \{0}.

Spectral gap. L : L →L has spectral gap if we can write L = λP+N where

1. P is a projection (i.e. P2 = P), and dim(Im(P)) = 1;
2. N is a bounded operator s.t. ρ(N)< |λ |;
3. PN = NP = 0.

The commutation relations imply that Ln = λ nP+Nn. Since ρ(N)< |λ |, for every
v ∈L , ‖Lnv−λ nPv‖= ‖Nnv‖= o(|λ |n). Therefore, if L has spectral gap, then

λ
−nLnv−−−→

n→∞
Pv exponentially fast.

1 Example: L : L1[0,1]→ L1[0,1] , L[ f (t)] = t f (t) has no eigenvalues, but its spectrum equals [0,1].

7



8 2 Lecture 2: Spectral Gap (60 min)

Exercise 2.1 (Why call this “spectral gap”?). Use the following steps to show that
λ is a simple eigenvalue and ∃γ0 > 0 (the “gap”) s.t.

Spect(L) = {λ}∪ subset of {z : |z| ≤ e−γ0 |λ |}.

1. Im(P) = {h ∈L : Lh = λh}. Consequently, λ is a simple eigenvalue.
2. Suppose |z|> ρ(N), z 6= λ

a. Solve the equation (zI−L)v = w for v ∈ Im(P)
b. Solve the equation (zI−L)v = w for v ∈ ker(P) (Hint: use |z|> ρ(N))
c. Show that L = Im(P)⊕ker(P) and find a an explicit formula for the compo-

nents of a vector according to this decomposition.
d. Show that (zI−L) has a bounded inverse on L whenever z 6= λ , |z|> ρ(N).

3. Find a γ0.

Quasi-compactness: This is a slightly weaker notion than spectral gap, which is
easier to handle theoretically. A bounded linear operator L on a Banach space L
is called quasi–compact, if there is a direct sum decomposition L = F ⊕H and
0 < ρ < ρ(L) where

1. F,H are closed and L–invariant: L(F)⊂ F,L(H)⊂ H
2. dim(F)< ∞ and all eigenvalues of L|F : F → F have modulus larger than ρ

3. the spectral radius of L|H is smaller than ρ

Quasi-compactness and spectral gap: If L is quasi-compact, and L has a unique
eigenvalue on {z : |z|= ρ(L)}, and this eigenvalue has algebraic multiplicity one as
an eigenvalue of the dim(F)×dim(F)–matrix representing L|F : F→ F , then L has
spectral gap.

Exercise 2.2. Prove this using the following steps:

1. Show that if V is a Banach space, and V = W1⊕W2 where Wi are closed linear
spaces, then the maps π1,π2 defined by v = π1(v)+π2(v), πi(v) ∈Wi, are con-
tinuous linear maps s.t. π2

i = πi, π1π2 = π2π1 = 0. (Hint: closed graph theorem)
2. Show that the Jordan form of L|F : F → F consists of a 1×1 block with eigen-

value λ s.t. |λ | = ρ(L), and (possibly) other Jordan blocks with eigenvalues λi
s.t. |λi|< |λ |.

3. L = span{v}⊕H ′ where Lv = λv, L(H ′)⊂ H ′, ρ(L|H ′)< |λ |
4. Deduce that L has spectral gap.

Exercise 2.3. Suppose T̂ is the transfer operator of a non-singular map (X ,B,µ,T ),
and assume L ⊂ L1(µ) possesses a norm ‖ · ‖L ≥ ‖ ·‖1 such that

1. (L ,‖ · ‖L ) is a Banach space which contains the constant functions
2. T̂ (L )⊂L ,
3. T̂ : L →L is quasi-compact, with non-zero spectral radius.

If T is has a mixing absolutely continuous invariant probability density h then T̂ has
spectral gap on L with λ = 1, and P f = h

∫
f dµ .



2.3 Application to continued fractions 9

2.2 Sufficient conditions for quasi-compactness

The problem: The transfer operator typically does not have spectral gap on L1.

The solution: Look for smaller Banach spaces L ⊂ L1 with ‖ · ‖L ≥ ‖ · ‖1 such
that T̂ |L : L → L has spectral gap. The result will be information on T̂ n f for
f ∈L .

The following theorem (a generalization of earlier results by Doeblin & Fortet
and Ionescu–Tulcea & Marinescu) is a sufficient criterion for quasi–compactness.
See the appendix for proof.

Theorem (Hennion) Suppose (L ,‖ · ‖) is a Banach space and L : L →L is a
bounded linear operator with spectral radius ρ(L). Assume that there exists a semi-
norm ‖ · ‖′ with the following properties:

1. Continuity: ‖ · ‖′ is continuous on L
2. Pre-compactness: for any sequence of fn ∈L , if sup‖ fn‖< ∞ then there exists

a subsequence nk and g ∈L s.t. ‖L fnk −g‖′ −−−→
k→∞

0

3. Boundness: ∃M > 0 s.t. ‖L f‖′ ≤M‖ f‖′ for all f ∈L
4. Doeblin–Fortet inequality: there are k ≥ 1, 0 < r < ρ(L), and R > 0 s.t.

‖Lk f‖ ≤ rk‖ f‖+R‖ f‖′. (DF)

Then L : L →L is quasi–compact.

2.3 Application to continued fractions

Every x ∈ [0,1]\Q can be uniquely expressed in the form
1

a1(x)+
1

a2(x)+ · · ·

with

ai(x) ∈ N. What can be said on the distribution of the an(x) for n� 1?

Theorem (Gauss, Kuzmin, Lévy) Let m denote Lebesgue’s measure. For every
natural number N,

m{x ∈ [0,1] : an(x) = N} −−−→
n→∞

1
ln2

∫ 1
N

1
N+1

dx
1+ x

exponentially fast.

Idea of proof: We use the Gauss map T : [0,1]→ [0,1], T (x) = { 1
x}. For every x ∈

(0,1) irrational, T n(x) =
1

an(x)+
1

an+1(x)+ · · ·

. So an(x) = N iff T n(x) ∈ ( 1
N+1 ,

1
N ),

whence m{x : an(x) = N}=
∫

1( 1
N+1 ,

1
N ) ◦T n dx.
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We write the last expression in terms of the transfer operator of T :

m{x : an(x) = N}=
∫

1( 1
N+1 ,

1
N ) ◦T n dx =

∫
(T̂ n1)1( 1

N+1 ,
1
N )dx =

∫ 1
N

1
N+1

T̂ n1dx.

The idea is to find a Banach space L which contains the constant functions, and
where T̂ is quasi-compact. The Gauss map has a mixing absolutely continuous
invariant measure equal to 1

ln2
dx

1+x (see appendix), so quasi-compactness implies

spectral gap. Consequently, T̂ n1 L−−−→
n→∞

1
ln2

1
1+x exponentially fast. If we can arrange

‖ · ‖L ≥ ‖ ·‖1, then T̂ n1 L1
−−−→
n→∞

1
ln2

1
1+x exponentially, and the theorem follows.

The Banach space: Let L denote the space of Lipschitz functions on [0,1], with
the norm ‖ f‖ := ‖ f‖∞+Lip( f ), where Lip( f ) := sup

{
| f (x)− f (y)|
|x−y| : x 6= y

}
. Let ‖·‖′

denote the L1 norm: ‖ f‖′ :=
∫ 1

0 | f (x)|dx.

Exercise 2.4. L is a Banach space, and for all f ,g ∈L ,

1. ‖ f g‖ ≤ ‖ f‖ · ‖g‖
2. ‖ 1

(a+x)2 ‖ ≤ 3/a2 for all a≥ 1.

3. ‖ f ( 1
a+x )‖ ≤ ‖ f‖

Recall that T̂ f = ∑a≥1
1

(a+x)2 f ( 1
a+x ). We claim that T̂ (L )⊂L and T : L →L

is bounded. The sum converges absolutely in norm, because ∑a≥1 ‖ 1
(a+x)2 f ( 1

a+x )‖≤

∑a≥1 ‖ 1
(a+x)2 ‖ · ‖ f ( 1

a+x )‖ ≤ (3∑
1
a2 )‖ f‖. So T̂ (L )⊂L and ‖T̂‖ ≤ 3∑

1
a2 .

Next we check the conditions of Hennion’s theorem.

1. Continuity: If ‖ fn− f‖ L−−−→
n→∞

0, then ‖ fn− f‖∞ −−−→
n→∞

0, so ‖ fn− f‖1 −−−→
n→∞

0. It

follows that ‖ fn‖′ = ‖ fn‖1 −−−→
n→∞

‖ f‖1 = ‖ f‖′.
2. Pre-compactness: Suppose { fn} is bounded in the Lipschitz norm. By the

Arzelà–Ascoli theorem there is a subsequence nk s.t. fnk −−−→k→∞
f uniformly on

[0,1]. Necessarily Lip( f )≤ sup Lip( fnk)< ∞.

Uniform convergence implies convergence in L1[0,1], so ‖ fnk− f‖1→ 0. Since T̂
is a bounded operator on L1, ‖T̂ fnk− T̂ f‖1→ 0, equivalently, ‖T̂ fnk− T̂ f‖′→ 0.
The limit T̂ f is in L because f ∈L and T̂ (L )⊂L .

3. Boundness: ‖T̂ f‖′ = ‖T̂ f‖1 ≤ ‖ f‖1 = ‖ f‖′.
4. Doeblin–Fortet Inequality: The proof is based on the following facts.

Exercise 2.5. Let va(x) := 1
a+x , va1,...,an := va0 ◦ · · · ◦ van , and [a] := va[0,1).

a. T̂ n f = ∑
∞
a1,...,an=1 |v′a1,...,an | f ◦ va1,...,an (Hint: start with n = 1 and iterate)

b. ∃C > 0 and 0 < θ < 1 s.t. for all n≥ 1 and a = a1a2 · · ·an,
|va(x)− va(y)|<Cθ n|x− y|. (Hint: T 2 is expanding).
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c. ∃H > 1 s.t. for all x,y∈ [0,1], n≥ 1, and a= a1a2 · · ·an,
∣∣∣ v′a(x)

v′a(y)
−1
∣∣∣≤H|x−y|.

(Hint: ln |v′a(x)|=
n−1
∑

i=0
ln |v′ai

(va1···ai−1(x))|, Lip(v′a)≤ 1.)

d. ∃G > 1 s.t. ∀x ∈ [0,1] and a, G−1 ·m[a]≤ |v′a(x)| ≤ G ·m[a] (Hint: Use (c) to
relate |v′a(x)| to

∫ 1
0 |v′a(t)|dt and calculate the integral.)

e. [a] are non-overlapping sub-intervals of [0,1).

Proof of the Doeblin-Fortet Inequality: Suppose f is Lipschitz, we estimate
the Lipschitz constant of T̂ n f :

|(T̂ n f )(x)− (T̂ n f )(y)| ≤
∞

∑
a1,...,an=1

(
|v′a(x)− v′a(y)|| f (va(x))|+ |v′a(y)|| f (va(x))− f (va(y))|

)
≤

∞

∑
a1,...,an=1

|v′a(y)|
∣∣∣∣v′a(x)v′a(y)

−1
∣∣∣∣| f (va(x))|+

∞

∑
a1,...,an=1

‖v′a‖∞Lip( f )|va(x)− va(y)|

Using the exercise and the trivial fact that if f is Lipschitz on an interval J, then
for every x ∈ J, | f (x)| ≤ 1

|J|
∫

J | f (t)|dt +Lip( f )|J|, we obtain

|(T̂ n f )(x)− (T̂ n f )(y)| ≤
∞

∑
a1,...,an=1

Gm[a] ·H|x− y| ·
(

1
m[a]

∫
[a]
| f (t)|dt +Lip( f )Cθ

n
)

+
∞

∑
a1,...,an=1

G ·m[a]Lip( f )Cθ
n|x− y|.

Since [a] are non-overlapping sub-intervals of [0,1], ∑m[a] ≤ 1. It follows that

|(T̂ n f )(x)− (T̂ n f )(y)| ≤
(

GH‖ f‖1 +GC(H +1)θ nLip( f )
)
|x− y|, whence

Lip(T̂ n f )≤
(

const.‖ f‖1 + const.θ nLip( f )
)
.

Next we estimate ‖T̂ n f‖∞. Since |T̂ n f (x)| ≤
∫
|(T̂ n f )(y)|dy+Lip(T̂ n f ),

‖T̂ n f (x)‖∞ ≤ ‖ f‖1 +Lip(T̂ n f )

In summary, ‖T̂ n f‖ ≤ const.θ nLip( f ) + const.‖ f‖1. The Doeblin–Fortet in-
equality follows by slightly increasing θ and taking n sufficiently large. �

Further reading

1. J. Aaronson: An introduction to infinite ergodic theory, Math. Surv. & Mono-
graphs 50, Amer. Math. Soc., xii+284pp (1997)

2. V. Baladi: Positive transfer operators and decay of correlations, Adv. Ser. in Non-
linear Dynam. 16 World Scientific x+314pp. (2000).
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3. H. Hennion and L. Hervé: Limit theorems for Markov chains and stochastic
properties of dynamical systems by quasi-compactness, Lect. Notes in Math.
1766,Springer, 145pp (2000)

4. A. Ya. Khinchin: Continued fractions. Third edition. Dover, xi+95pp (1992)
5. D.H. Mayer: Continued fractions and related transformations, “Ergodic Theory,

Symbolic Dynamics and Hyperbolic spaces”, edited by T. Bedford, M. Keane,
and C. Series. Oxford Science Publications, 175–229 (1991)



Lecture 3
Analytic perturbation theory

Our next application of the transfer operator method is the central limit theorem.
This requires studying (complex) one–parameter families of transfer operators. In
this lecture, we develop the tools from functional analysis needed to do this.

3.1 Calculus in Banach spaces

Setup: L is a Banach space, B=B(L ) is the space of all bounded linear operators
L : L → L with the norm ‖L‖ = sup ‖Lx‖

‖x‖ , and L ∗ and B∗ are the spaces of all

bounded linear functionals on L and B, with the norm ‖ϕ‖= sup |ϕ(x)|‖x‖ .
We are interested in (complex) one–parameter families Lz ∈ B, (z ∈U), where

U ⊂ C is open. Formally these are functions L : U → B, L(z) = Lz.

Line integrals: Let γ ⊂ C be a curve with smooth parametrization z(t), a≤ t ≤ b,
and let L : γ → B be continuous. We define the line integral of L along γ by

∫
γ

L(z)dz := the limit (in B) of the Riemann sums
N

∑
i=1

L(z(ξi))[z(ti+1)− z(ti)],

where a < t1 < · · ·< tn = b, ξi ∈ [ti, ti+1], and max{|ti+1− ti| : 1≤ i≤ n} −→ 0.
As in the case of complex valued functions, if L : γ → B is continuous, then the

limit exists and is independent of the parametrization (exercise).

Exercise 3.1. Suppose L : γ → B is continuous. For every ϕ ∈ L ∗ and T ∈ B,
ϕ[
∫

γ
L(z)dz] =

∫
γ

ϕ[L(z)]dz and T [
∫

γ
L(z)dz] =

∫
γ

T [L(z)]dz.

Analyticity and derivatives: Suppose U ⊂ C is open and z0 is a point in U . We
call L : U→ B analytic (or holomorphic) at z0, if there is an element L′(z0)∈ B such
that ‖L(z0+h)−L(z0)

h −L′(z0)‖ −−−→
|h|→0

0. L′(z0) is called the derivative at z0.

13
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Exercise 3.2 (Rules of differentiation). If L,L1,L2 : U → B are analytic, then

1. (L1 +L2)
′ = L′1 +L′2

2. (L1L2)
′ = L′1L2 +L1L′2

3. in case L is invertible, (L−1)′ =−L−1L′L−1

4. for every bounded linear functional ϕ : B→ C, d
dz [ϕ ◦L] = ϕ ◦L′

Analyticity Theorem (Dunford): Suppose U ⊂ C is open. L(z) is analytic on U
iff for every ϕ ∈ B∗, ϕ[L(z)] is holomorphic on U in the usual sense of complex
functions. (See the appendix for proof).

Cauchy’s integral formula (Wiener): If L : U → B is analytic on U, then L is dif-
ferentiable infinitely many times on U, and for every z ∈U and every simple closed
smooth curve γ ⊂U around z, L(z) = 1

2πi
∮

γ

L(ξ )
ξ−z dξ and L(n)(z) = n!

2πi
∮

γ

L(ξ )
(ξ−z)n+1 dξ .

Proof. For every bounded linear functional ϕ , ϕ[L(z)] is holomorphic. Therefore
d
dz ϕ[L(z)] = ϕ[L′(z)] is holomorphic. Therefore L′(z) is analytic. By induction, L(z)
is differentiable infinitely many times.

Next, for every bounded linear functional ϕ , we have by Cauchy’s integral for-
mula for the complex valued holomorphic function ϕ[L(z)] that

ϕ

[
1

2πi

∮
γ

L(ξ )
ξ − z

dξ

]
=

1
2πi

∮
γ

ϕ[L(ξ )]
ξ − z

dξ = ϕ[L(z)].

Bounded linear functionals separate points, so 1
2πi
∮

γ

L(ξ )
ξ−z dξ = L(z). The identity for

higher derivatives is proved the same way and is left as an exercise. �

Exercise 3.3. If L(z) is analytic on U and γ ⊂U is a simple closed smooth curve,
then

∮
γ

L(z)dz = 0.

Exercise 3.4. If ‖Tn‖= O(rn), then ∑(z−a)nTn is analytic on {z : |z−a|< 1/r}.
Exercise 3.5. L : U → B is analytic on an open subset U iff ∀a ∈ U ∃Ln(a) ∈ B,
r(a)> 0 s.t. ‖Ln(a)‖= O(r(a)n) and L(z) = ∑(z−a)nLn(a) on {z : |z−a|< r(a)}.
(Hint: Expand the integrand in Cauchy’s formula in powers of z−a)

3.2 Resolvents and eigenprojections

Spectrum: The spectrum of a bounded linear operator L is

Spect(L) = {z ∈ C : (zI−L) has no bounded inverse}.

Exercise 3.6. Show that Spect(L) is compact, using the following steps:

1. If ‖L‖< 1, then I−L has bounded inverse and (I−L)−1 = I+L+L2 +L3 + · · · .
2. zI−L has bounded inverse for all |z| large enough.
3. If I−L has bounded inverse, so does I−L1 whenever ‖L1−L‖ is small enough.
4. Spect(L) is compact.
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Resolvent: On the complement of the spectrum, one can define the resolvent:
R(z) := (zI−L)−1 (z 6∈ Spect(L)).

Exercise 3.7 (Properties of the resolvent). Show

1. Commutation: R(z)L = LR(z)
2. Resolvent identity: R(w)−R(z) = (z−w)R(z)R(w)
3. Analyticity: R(z) is analytic on the complement of Spect(L), with expansion

R(z) =
∞

∑
n=0

(−1)n(z− z0)
nR(z0)

n+1 for all z0 6∈ Spect(L) and |z− z0| small.

Separation of Spectrum Theorem (Sz.-Nagy, Wolf): Suppose Spect(L) = Σin ]
Σout where Σin,Σout are compact, and let γ be a smooth closed curve which does
not intersect Spect(L), and which contains Σin in its interior, and Σout in its exterior.
Then:

1. P := 1
2πi
∮

γ
(zI−L)−1dz is a projection (P2 = P), therefore L = ker(P)⊕ Im(P).

2. PL = LP, therefore L(ker(P))⊂ ker(P) and L(Im(P))⊂ Im(P).
3. Spect(L|Im(P)) = Σin and Spect(L|ker(P)) = Σout .

(The proof is in the appendix. It’s worth reading.)

Eigenprojections: P := 1
2πi
∮

γ
(zI−L)−1dz is called the eigenprojection of Σin.

Exercise 3.8. Suppose L has spectral gap with representation L = λP+N. Show
that the eigenprojection of λ equals P.

3.3 Analytic perturbations of operators with spectral gap

Setup: Let {Lz}z∈U be a family of bounded linear operators on a Banach space L ,
such that z 7→ Lz is analytic.

Analytic perturbation theorem (Rellich, Sz.-Nagy, Wolf, Kato): Suppose L0 has
spectral gap with representation λP+N, then there are ε,κ > 0 s.t. for all |z|< ε ,
Lz has spectral gap with representation λzPz +Nz, where λz,Pz,Nz are analytic on
{z : |z|< ε}, and ρ(Nz)< |λz|−κ .

Sketch of proof: We saw that when L0 has spectral gap, Spect(L0) = {λ0} ] Σ

where Σ ⊂ {z : |z|< ρ(L0)}. Let γ be a small circle around λ0 s.t. Σ is outside γ .

Step 1. ∃ε1 > 0 s.t. γ does not intersect Spect(Lz) for any |z|< ε1.

Proof. For every ξ ∈ γ , ξ I− L0 has a bounded inverse. The property of having a
bounded inverse is open (exercise 3.6(3)), therefore

Λ := {(ξ ,z) ∈ C×C : ξ I−Lz has a bounded inverse}

is an open neighborhood of the compact set γ ×{0}. By compactness, there is a
positive ε s.t. Λ ⊃ γ×{z : |z|< ε}. This is ε1.



16 3 Lecture 3: Analytic perturbation theory (60 min)

Step 2: For every |z| < ε1, Pz := 1
2πi
∮

γ
(ξ I− Lz)

−1dξ is a projection and PzLz =
LzPz. There exists 0 < ε2 < ε1 s.t. Pz is analytic on {z : |z|< ε2}.

Proof. Pz is a projection, because of the theorem on separation of spectrum and the
last step which says that γ does not intersect Spect(Lz). The analyticity of Pz is
shown by direct expansion of the integrand in terms of z. We omit the details which
are routine, but tedious.

Step 3: ∃0 < ε3 < ε2 s.t. dim(Im(Pz)) = 1 for all |z|< ε3.

Proof. Two linear operators P,Q are called similar, if there is a linear isomorphism
π s.t. P = π−1Qπ . The step is based on the the following lemma due to Kato (ap-
pendix): Suppose P is a projection. Any projection Q s.t. ‖Q−P‖< 1 is similar to P.
It follows that if |z| is so small that ‖Pz−P0‖< 1, then dim(Im(Pz)) = dim(Im(P0)).
Since L0 has spectral gap, this dimension is one.

Step 4: LzPz = λzPz where z 7→ λz is analytic on a neighborhood of zero.

Proof: Suppose |z|< ε3. Since PzLz =LzPz, Im(Pz) is Lz–invariant. Since dimIm(Pz)=
1, Lz : Im(Pz)→ Im(Pz) takes the form f 7→ λz f for some scalar λz. So LzPz = λzPz.

The eigenvalue λz depends analytically on z on some neighborhood of zero: Take
some f ∈L and ϕ ∈L ∗ s.t. ϕ(P0 f )> 0. There exists 0 < ε4 < ε3 s.t. ϕ(Pz f )> 0
for all |z|< ε4. The formula

λz =
ϕ(LzPz f )
ϕ(Pz f )

shows that λz is analytic on {z : |z|< ε4}.

Step 5: There’s a neighborhood of zero where Nz := Lz(I − Pz) is analytic, and
where NzPz = PzNz = 0, and ρ(Nz)< |λz|.

Proof : Nz = Lz(I−Pz) is analytic on {z : |z|< ε3}, because Lz,Pz are analytic there.
P2

z = Pz and LzPz = PzLz = λzPz imply that PzNz = NzPz = 0 and Lz = λzPz +Nz.
The spectral radius formula states that ρ(Nz)= limn→∞

n
√
‖Nn

z ‖. Since ‖Nn+m
z ‖≤

‖Nn
z ‖‖Nm

z ‖, ρ(Nz)= inf n
√
‖Nn

z ‖. Fix some δ > 0 (to be determined later). Pick some
n s.t. n

√
‖Nn

0‖ < eδ ρ(N0). Since z 7→ ‖Nn
z ‖ is continuous, there exists 0 < ε5 < ε4

s.t. n
√
‖Nn

z ‖< e2δ ρ(N0) for all |z|< ε5.
Similarly, there is 0 < ε6 < ε5 s.t. |λz| > e−δ |λ0| for all |z| < ε5. Choosing δ so

small that e3δ ρ(L0)< |λ0| we get a neighborhood of zero where ρ(Nz)< |λz|. �

Further reading
T. Kato: Perturbation theory for linear operators, Classics in Math., Springer,

xxi+619pp (1980)



Lecture 4
Application to the Central Limit Theorem

4.1 Spectral gap and the central limit theorem

Setup: Let (X ,B,T,µ) be a mixing, probability preserving map. Suppose T̂ has
spectral gap on some Banach space of functions L which contains the constants, is
closed under multiplication, and which satisfies the inequalities

‖ f g‖ ≤ ‖ f‖‖g‖ and ‖ · ‖ ≥ ‖ · ‖1.

(Example: The transfer operator of the Gauss map, acting on the space of Lipschitz
functions on [0,1].) In this lecture we show:

Central Limit Theorem: Let ψ ∈L be bounded with integral zero. If @v ∈L s.t.

ψ = v− v◦T a.e., then ∃σ > 0 s.t. 1√
n

n−1
∑

k=0
ψ ◦T n dist−−−→

n→∞
N(0,σ2), i.e.

µ

{
x :

1√
n

n−1

∑
k=0

ψ ◦T n ∈ [a,b]

}
−→ 1√

2πσ2

∫ b

a
e−t2/2σ2

dt for all intervals [a,b].

Here and throughout, N(0,σ2) denotes the Gaussian distribution with mean zero
and standard deviation σ . The CLT as stated and proved here is an abstraction of
results due to Doeblin & Fortet, Nagaev, Rousseau-Egele, and Guivarc’h & Hardy.

4.2 Background from probability theory

Distribution functions: Suppose X is a real valued random variable. The distribu-
tion function of X is FX : R→ [0,1], FX (t) := P[X < t].

17
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Convergence in distribution: Let Xn,Y denote random variables (possibly defined
on different probability spaces). We say that Xn

dist−−−→
n→∞

Y , if P[Xn < t]−−−→
n→∞

P[Y < t]

for all t where FY (t) = P[Y < t] is continuous.
The reason we only ask for convergence at continuity points of FY (t) is to deal

with cases such as Xn = 2− 1
n , Y = 2. We would like to say that Xn

dist−−−→
n→∞

Y , even-

though P[Xn < 2] 6→ P[Y < 2].

Characteristic functions: The characteristic function of a real valued random
variable X is ϕX (t) = E(eitX ).

The characteristic function is the Fourier transform of the unique measure µF
on R such that µF([a,b)) = Prob(a ≤ X < b). Characteristic functions are useful
because of the following result, which connects the theory of convergence in distri-
bution to harmonic analysis:

Lévy’s continuity theorem: A sequence of random variables Xn converges in dis-
tribution to a random variable Y iff E(eitXn)−−−→

n→∞
E(eitY ) for all t ∈ R.

If FY (t) is continuous (e.g. Y gaussian), there is even a way to estimate ‖FX −FY‖∞

in terms of the distance between ϕX ,ϕN (see appendix):

The “smoothing inequality” (Berry & Esseen): ∃C > 0 s.t. for every pair of real
valued random variables X ,N s.t. that FN is differentiable, sup |F ′N |<∞, and

∫
|FX−

FN |dx < ∞, then

‖FX −FN‖∞ ≤C
(

1
2π

∫ T

−T

|ϕX (t)−ϕN(t)|
|t|

dt +
sup |F ′N |

T

)
for all T > 0.

T is a free parameter which we are free to choose to optimize the bound.

Exercise 4.1. Use the smoothing inequality to prove Lévy’s continuity theorem in
the particular case Y = N(0,σ2). You may use the fact that the characteristic func-
tion of N(0,σ2) is e−

1
2 σ2t2

.

4.3 The proof of the central limit theorem (Nagaev’s method)

Let ψn := ψ +ψ ◦ T + · · ·+ψ ◦ T n−1. By Lévy’s continuity theorem (or exercise

4.1), it is enough to show that E(ei t√
n ψn)≡

∫
ei t√

n ψn dµ −−−→
n→∞

e−
1
2 σ2t2

.

Nagaev’s perturbation operators: Define a new operator by T̂t f = T̂ (eitψ f ). We
think of these as of perturbations of T̂ ≡ T̂0 for t ≈ 0.

T̂t are bounded linear operators on L , because T̂t f = T̂ (∑∞
k=0

(it)k

k! ψk f ), whence

by our assumptions on L ‖T̂t f‖ ≤ ‖T̂‖∑
∞
k=0

|t|k
k! ‖ψ‖

k‖ f‖, and ‖T̂t‖ ≤ e|t|‖ψ‖‖T̂‖.

Exercise 4.2 (Nagaev’s identity). T̂ n
t f = T̂ n(eitψn f ).
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Note that E(eitψn) =
∫

eitψndµ =
∫

1◦T n eitψndµ =
∫

T̂ n(eitψn)dµ , whence

E(eitψn) =
∫

T̂ n
t 1dµ.

Nagaev’s method is to use analytic perturbation theory of T̂0 ≡ T̂ to show that
E(eitψn/

√
n)≡

∫
T̂ n

t√
n
1dµ −−−→

n→∞
e−

1
2 σ2t2

for some σ .

Analytic perturbation theory. We replace t ∈R by z ∈C and claim that z 7→ T̂z is
analytic. This can be seen from the expansion

T̂z = I +
∞

∑
n=1

(iz)n

n!
T̂ Mn

ψ , where Mψ : L →L is Mψ f = ψ f .

Mψ is bounded, because ‖Mψ f‖ ≤ ‖ψ‖‖ f‖. Therefore ‖T̂ Mn
ψ‖ ≤ ‖T̂‖‖ψ‖n and the

series converges in norm on C. By exercise 3.4, T̂z is analytic on C.

Exercise 4.3. T̂ ′z = iT̂zMψ ,T̂ ′′z =−T̂zM2
ψ , (T̂ n

z )
′ = iT̂ n

z Mψn ,(T̂ n
z )
′′ =−T̂ n

z M2
ψn .

(Hint: To find the derivatives for n > 1, use exercise 3.2 and proposition 1.2(1).)

By our assumptions, T̂ has spectral gap. We saw in the last lecture that spectral
gaps survive small analytic perturbations. Therefore there is κ positive such that for
every |z|< κ , T̂z = λzPz +Nz , where P2

z = Pz, dimIm(Pz) = 1, NzPz = PzNz = 0, and
there exists θ s.t. ρ[Nz]< θ < |λz|.

Since T̂0 = T̂ , λ0 = 1 and P0 f = (
∫

f dµ)1 (exercises 2.3, 3.8) .

Expansion of the eigenvalue around zero: Let λ ′z ,P
′
z , T̂
′

z denote the derivatives of
λz,Pz, T̂z at z.

We use exercise 4.3 to find λ ′0 and λ ′′0 . Differentiate both sides of the equation
T̂zPz = λzPz: T̂ ′z Pz + T̂zP′z = λ ′zPz +λzP′z . Multiply on the right by Pz. Since P2

z = Pz

and PzT̂z = λzPz, PzT̂ ′z Pz +λzPzP′z = λ ′zPz +λzPzP′z . Substituting z = 0, T̂ ′0 = iT̂ Mψ ,
and P0 f =

∫
f dµ , we obtain that

λ
′
0 =

∫
ψdµ = 0.

Next we claim that λ ′′(0) =− lim
n→∞

1
n
∫
(ψn)

2dµ . One differentiation of the iden-

tity T̂ n
z Pz = λ n

z Pz gives (T̂ n
z )
′Pz + T̂ n

z P′z = (λ n
z )
′Pz + λ n

z P′z . Another differentiation
gives (T̂ n

z )
′′Pz +2(T̂ n

z )
′P′z + T̂ n

z P′′z = (λ n
z )
′′Pz +2(λ n

z )
′P′z +λ n

z P′′z . Multiplying on the
right by Pz and substituting z = 0, we get

P0(T̂ n
0 )
′′P0 +2P0(T̂ n

0 )
′P′0 = (λ n

0 )
′′P0 +2(λ n

0 )
′P′0.

Since (T̂ n
0 )
′ = iT̂ nMψn , (T̂ n

0 )
′′ =−T̂ nM2

ψn , (λ n
0 )
′ = nλ

n−1
0 λ ′0 = 0, and (λ n

0 )
′′ = nλ ′′0 ,

λ
′′
0 =−1

n

∫
(ψn)

2dµ +2i
∫ 1

n
ψnP′01dµ.
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The second term tends to zero, because 1
n ψn → 0 a.e. by the ergodic theorem,

and because ‖ 1
n ψnP′01‖1 ≤ sup |ψ|‖P′01‖1 ≤ sup |ψ|‖P′01‖< ∞. It follows that λ ′′0 =

− limn→∞
1
n
∫
(ψn)

2dµ.
We obtain the following expansion of λt near zero:

λt = 1− 1
2

σ
2t2 +O(t3) as t→ 0, where σ =

√
lim
n→∞

1
n

∫
(ψn)2dµ ≥ 0.

Exercise 4.4 (Green–Kubo formula). σ2 =
∫

ψ2dµ +2
∞

∑
n=1

∫
ψ(ψ ◦T n)dµ .

The limit of the characteristic functions:

E(ei t√
n ψn) =

∫
ei t√

n ψndµ =
∫

T̂ n
t√
n
1dµ =

∫ (
λ

n
t√
n
P t√

n
1+Nn

t√
n
1
)

dµ

= λ
n
t√
n

(
1+

∫
(P t√

n
1−P0)1dµ +λ

−n
t√
n

∫
Nn

t√
n
1dµ

)
= λ

n
t√
n

(
1+O(‖P t√

n
−P0‖)+O(λ−n

t√
n
‖Nn

t√
n
‖)
)

(∵ ‖ · ‖ ≥ ‖ · ‖1)

= λ
n
t√
n
[1+o(1)], because z 7→ Pz is continuous and ρ(Nz)< |λz|

=
(

1− 1
2 σ

2( t√
n )

2 +O(( t√
n )

3)
)n

[1+o(1)]−−−→
n→∞

e−
1
2 σ2t2

.

This proves that 1√
n ψn

dist−−−→
n→∞

N(0,σ2). But we still need to show that σ 6= 0.

Positivity of σ : We assume by contradiction that σ = 0 and construct a solution
v ∈L to the equation ψ = v− v◦T (this contradicts our assumptions).

First we observe that ψ = u− T̂ u where u := ψ +∑n≥1 T̂ nψ (the sum converges
in norm, because P0ψ =

∫
ψdµ = 0 so ‖T̂ nψ‖= ‖Nn

0 ψ‖−−−→
n→∞

0 exponentially fast).
By the Green–Kubo formula,

0 = σ
2 =

∫ (
ψ

2 +2ψ

∞

∑
n=1

ψ ◦T n

)
dµ =

∫ (
(u− T̂ u)2 +2(u− T̂ u)T̂ u

)
dµ

=
∫ (

(u− T̂ u)(u− T̂ u+2T̂ u)
)

dµ =
∫ (

(u− T̂ u)(u+ T̂ u)
)

dµ

=
∫ (

u2− (T̂ u)2
)

dµ =
∫ (

T̂ (u2)− (T̂ u)2
)

dµ (∵ ∀g,∫ T̂ gdµ = ∫ gdµ)

=
∫ (

T̂ (u2)◦T − (T̂ u◦T )2
)

dµ (∵ ∀g,∫ g◦T dµ = ∫ gdµ)

=
∫ (

E(u2|T−1B)−E(u|T−1B)2)dµ (∵ ∀g,(T̂ g)◦T = E(g|T−1B)).

Jensen’s inequality (see appendix) says that E(u2|T−1B) ≥ E(u|T−1B)2 a.e.
Necessarily E(u2|T−1B) = E(u|T−1B)2. Equality in Jensen’s inequality can only
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happen if u = E(u|T−1B) a.e. (see appendix). So u = E(u|T−1B) = (T̂ u) ◦T al-
most everywhere (proposition 1.2). Thus ψ = u− T̂ u = (T̂ u) ◦ T − (T̂ u) almost
everywhere, whence ψ = v− v◦T with v :=−T̂ u. �

Further reading

1. B.V. Gnedenko and A.N. Kolmogorov: Limit distributions for sums of indepen-
dent random variables, Addison–Wesley, ix+264pp (1954).

2. Y. Guivarc’h, J. Hardy: Théorèmes limites pour une classe de chaı̂nes de Markov
et applications aux difféomorphismes d’Anosov. Ann. Inst. H. Poincaré Probab.
Statist. 24 (1988), no. 1, 73–98.

3. W. Parry and M. Pollicott: Zeta functions and the periodic orbit structure of hy-
perbolic dynamics, Astérisque 187-188, 268pp (1990)





Lecture 5
Absence of spectral gap

5.1 Absence of spectral gap

Obstructions to spectral gap: Spectral gap implies exponential decay of corre-
lations. Therefore, if f ∈ L1,g ∈ L∞ and Cov( f ,g ◦T n) −−−→

n→∞
0 sub-exponentially,

then there is no Banach space L which contains f s.t. T̂ : L →L has spectral gap.

Example (The Manneville–Pomeau map): T : [0,1]→ [0,1], T (x) = x(1+ x1+s)
mod 1, 0< s< 1

2 . Here the correlations decay at a rate 1

n
1
α −1

whenever f is Lipschitz,

g ∈ L∞, and f ,g are supported inside [discontinuity,1] and have non-zero integrals
with respect to the absolutely continuous invariant probability measure.

Other obstructions: breakdown of the CLT, non-integrable invariant density, and
(for those who understand what this means) a phase transition.

5.2 Inducing

The induced system: Suppose (X ,B,µ,T ) is a probability preserving map, and
A⊂ X is a measurable subset of positive measure. By Poincaré’s Recurrence Theo-
rem, for a.e. x ∈ A there are infinitely many n≥ 1 s.t. T n(x) ∈ A.

Let A′ := {x ∈ A : T n(x) ∈ A for infinitely many n}, and define

1. First return time: ϕA : A′→ N, ϕA(x) := 1A(x)min{n≥ 1 : T n(x) ∈ A}
2. Induced map (on A): TA : A′→ A′, TA(x) = T ϕA(x)(x)

Exercise 5.1 (Transfer operator of TA). Show that T̂A f = ∑n≥1 T̂ n( f 1[ϕA=n])

Sometimes it is possible to choose A in such a way that T̂A has spectral gap on a
large Banach space, eventhough T̂ does not.

23
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Example: Induce the Manneville–Pomeau map on A = [discontinuity,1]. Unlike
T , TA is piecewise uniformly expanding:

(TA)
′(x) = T ′(x) · [T ′(T x)T ′(T 2x) · · ·T ′(T ϕA(x)−1x)]︸ ︷︷ ︸

≥1

≥ min
[discontinuity,1]

T ′ > 1.

In fact TA is a piecewise onto, uniformly expanding, interval map on A.
One can show, exactly as in the case of the Gauss map, that T̂A has spectral gap

on L := {Lipschitz functions on A}.
The question is how to use the spectral gap of T̂A to obtain information on the

asymptotic behavior of T̂ n as n→ ∞. This is purpose of “operator renewal theory.”

5.3 Operator renewal theory

The basic construction: Define operators Tn,Rn : L1(A)→ L1(A) by

1. T0 = I , Tn f = 1A · T̂ n( f 1A)
2. R0 = 0 , Rn f = 1A ·T n( f 1[ϕA=n])

These operators satisfy a non-commutative version of the “renewal equation” from
probability theory:

The renewal equation: Tn = T0Rn +T1Rn−1 + · · ·+Tn−1R1 and
Tn = RnT0 +Rn−1T1 + · · ·+R1Tn−1.

Proof. For every u ∈ L∞(A),∫
A

uTn f dµ =
∫
(1Au)◦T n ·1A f dµ =

∫
(1Au)◦T n ·

( ∞

∑
k=1

1[ϕA=k] f
)
dµ

=
n

∑
k=1

∫ (
1Au
)
◦T n ·1[ϕA=k] f dµ (∵ (1Au)◦T n = 0 on [ϕA > n])

=
n

∑
k=1

∫ (
1Au
)
◦T n−k ◦T k · (1[ϕA=k] f )dµ

=
n

∑
k=1

∫ (
1Au
)
◦T n−k · T̂ k(1[ϕA=k] f )dµ

=
n

∑
k=1

∫ (
1Au
)
◦T n−k ·1AT̂ k(1[ϕA=k] f )dµ (∵ supp[T̂ k1[ϕA=k]]⊂ A)

=
n

∑
k=1

∫
(1Au)◦T n−kRk f dµ =

n

∑
k=1

∫
(1Au)T̂ n−k[Rk f ]dµ

=
∫

u
( n

∑
k=1

(Tn−kRk) f
)

dµ.
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Exercise 5.2. Prove the other inequality, using the following decomposition:

(1Au)◦T n ·1A = (1{x∈A:T n(x)∈A}u)◦T n ·1A

=

(n−1

∑
k=0

(1{last visit to A before time n is at time k}u)◦T n
)
·1A

Generating functions: Let T (z) := I +∑n≥1 znTn and R(z) = ∑n≥1 znRn.
Notice that R(1) = ∑Rn = T̂A. Since ‖Tn‖,‖Rn‖ ≤ 1 as operators on L1, these

power series converge on {z : |z| ≤ 1} and are analytic on {z : |z|< 1}. The following
exercise gives the generating function form of the renewal equation.

Exercise 5.3. T (z) = (I−R(z))−1 for all |z|< 1.

The idea: T (z) f is a generating function of 1AT̂ n( f 1A), therefore it contains infor-
mation on the asymptotic behavior of T̂ n. R(z) is a perturbation of R(1) = T̂A. This
suggests the following strategy:

1. Find a set A s.t. T̂A has spectral gap on some space
2. Use the spectral gap of R(1) and perturbation theory to analyze R(z) for z≈ 1
3. Use the renewal equation T (z) = (I−R(z))−1 to deduce information on T (z)

The last two steps are handled by the following abstract theorem.

Theorem (Gouëzel, Sarig). Suppose Tn are bounded linear operators on a Banach
space L s.t. T (z) = I +∑n≥1 znTn converges in the operator norm on the open unit
disk. Assume further that

1. Renewal equation: T (z) = (I−R(z))−1 on {z : |z|< 1}, where R(z) =∑n≥1 znRn
and ∑‖Rn‖< ∞.

2. Spectral gap: R(1) = P+N where P2 = P, dimIm(P) = 1, PN = NP = 0 and
ρ(N)< 1.

3. Aperiodicity: I−R(z) is invertible for every z 6= 1 s.t. |z| ≤ 1.

If ∑k>n ‖Rk‖ = O(n−β ) for some β > 1 and PR′(1)P 6= 0, then there are bounded
linear operators εn : L →L s.t. ‖εn‖= o(n−(β−1)) and

Tn =
1
a

P+
1
a2

∞

∑
k=n+1

Pk + εn

where a is given by PR′(1)P = aP, and Pn = ∑`>n PR`P.

Let’s calculate a,P,Pk in the dynamical context. Suppose T is a mixing probabil-
ity preserving transformation whose transfer operator T̂ satisfies the conditions of
the theorem with some Banach space L such that L ⊂ L1(A) and ‖ · ‖L ≥ ‖ · ‖1.
In this case Tn f = 1AT̂ n( f 1A), Rn f = 1AT̂ n( f 1[ϕA=n]), and R(1) f = T̂A f ( f ∈L ).

• P f =
(

1
µ(A)

∫
A f dµ

)
1A: Since T is ergodic, TA is ergodic (exercise), there-

fore 1
N ∑

N
1 T̂ n

A f w−→ 1
µ(A)

∫
A f dµ . By the spectral gap assumption, 1

N ∑
N
1 T̂ n

A f =

1
N ∑

N
1 (P+N)n f L−→ P f . Necessarily P f = 1

µ(A)

∫
A f dµ .
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• a = 1
µ(A) : This is because PR′(1)P f = 1

µ(A)

∫
A[∑nT̂ n(P f 1[ϕ=n])]dµ =

1
µ(A) ∑nµ([ϕ = n]∩T−nA)P f = 1

µ(A) ∑nµ[ϕ = n]P f = 1
µ(A)P f , because

∑nµ[ϕ = n] = 1 by Kac formula. So PR′(1)P = 1
µ(A)P

• Pn f = 1
µ(A)µ[ϕ > n]P f : direct calculation as above.

Exercise 5.4. Use this to show that for the Manneville–Pomeau map equipped with
its acip µ , for every f ,g bounded Lipschitz supported inside A := [discontinuity,1]
s.t.
∫

f dµ,
∫

gdµ 6= 0,

Cov( f ,g◦T n) = [1+o(1)](
∞

∑
k=n+1

µ[ϕA > k])
∫

f
∫

g.

The estimate we mentioned at the beginning for the polynomial rate of decay of
correlations for this map is obtained by further analysis of µ[ϕA > k] as k→ ∞.

Further reading

1. S. Gouëzel: Sharp polynomial estimates for the decay of correlations. Israel J.
Math. 139 (2004), 29–65.

2. O. Sarig: Subexponential decay of correlations, Invent. Math. 150 (2002), 629–
653.



Appendix A
Supplementary material

A.1 Conditional expectations and Jensen’s inequality

σ–algebras and information Recall that a σ -algebra on a set X is a collection
B of subsets of X which contains ∅ and X ; is closed under complements (A ∈
F ⇒ Ac := X \A ∈ B); and is closed under countable unions and intersections:
{An : n ∈ N} ⊂B⇒

⋃
n≥1 An,

⋂
n≥1 An ∈B.

A sub-σ -algebra of (X ,B) is a σ -algebra F on X such that F ⊆B.
To understand the heuristic foundations for the definition of the conditional ex-

pectation given F , it is useful to think of F as of a representation of the “partial
information” on an unknown point x ∈ X contained in the answers to all yes/no
questions of the form “is x ∈ F?” with F ∈F .

Examples: Suppose X = R and B is the Borel σ -algebra.

1. Suppose A ∈B is a set and all we know is whether x ∈ A or not. This partial
information is represented by F = {∅,R,A,Ac}

2. Suppose A,B∈B are sets and all we know is whether x∈A,B or not. This partial
information is represented by F :=smallest σ -algebra containing {A,B}. This is
the collection of all sets which can be written as a union of the elements of the
partition generated by A,B, namely {∅,A∩B,A\B,B\A,(A∪B)c}.

3. Suppose we know |x| but not x. This partial information is represented by F :=
{E ∈B : E =−E}

4. Suppose we know nothing on x. The corresponding σ -algebra is {∅,R}

A function f : X → R is called F–measurable, if for every t ∈ R, [ f < t] :=
{x ∈ X : f (x) < t} belongs to F . Notice that if f : X → R is F–measurable, then
there are countably many Fn ∈F so that f (x) can be calculated for each x from the
answers to the questions “is x∈ F?”. To see this take an enumeration of the rationals
{tn}, let Fn := [ f < tn], and observe that

f (x) := inf{t ∈Q : x ∈ [ f < t]}= inf{tn : x ∈ Fn}.

27
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The “best estimate” given partial information: Suppose g is not F–measurable.
What is the “best estimate” for g(x) given the information F ?

When g is in L2, the “closest” F–measurable function (in the L2–sense) is the
projection of g on L2(X ,F ,µ). The defining property of the projection Pg of g is
〈Pg,h〉= 〈g,h〉 for all h ∈ L2(X ,F ,µ).

In practice, one often needs to work with the larger space L1. There is only one
way to continuously extends the definition from L2 to L1 and it is the following:

Definition: The conditional expectation of f ∈ L1(X ,B,µ) given F is the unique
L1(X ,F ,µ)–element Eµ( f |F ) which satisfies

1. Eµ( f |F ) is F–measurable;
2. ∀ϕ ∈ L∞ F–measurable,

∫
ϕEµ( f |F )dµ =

∫
ϕ f dµ .

Note: L1–elements are equivalence classes of functions, not functions. Any function
which defines the same L1–element as Eµ( f |F ) is called a version of Eµ( f |F ).
There are many possible versions (all equal a.e.).

Proposition A.1. The conditional expectation exists for every L1 element, and is
unique up sets of measure zero.

Proof. Consider the measures ν f := f dµ|F and µ|F on (X ,F ). Then ν f � µ .
The function Eµ( f |F ) := dν f

dµ
(Radon-Nikodym derivative) is F–measurable, and

it is easy to check that it satisfies the conditions of the definition of the conditional
expectation. The uniqueness of the conditional expectation is left as an exercise. ut

Proposition A.2 (Basic properties).

1. f : 7→ Eµ( f |F ) is linear, bounded, and has norm one as an operator on L1;
2. f ≥ 0⇒ Eµ( f |F )≥ 0 a.e.;
3. if h is F–measurable, then Eµ(h f |F ) = hEµ( f |F );
4. If F1 ⊂F2, then Eµ [Eµ( f |F1)|F2] = Eµ( f |F2).

The proof is left as an exercise.

Proposition A.3 (Jensen’s inequality). Suppose ϕ : R→ R is twice differentiable
with strictly positive second derivative, then for every f ∈ L∞,

Eµ(ϕ ◦ f |F )≥ ϕ[Eµ( f |F )] a.e.,

and Eµ(ϕ ◦ f |F ) = ϕ[Eµ( f |F )] a.e. iff f = g a.e. where g is F–measurable.

Proof. The content of the assumptions on ϕ are that ϕ is strictly convex. In partic-
ular, ϕ lies strictly above its tangent lines:

ϕ(t)> ϕ
′(x)(t− x)+ϕ(x) for all x ∈ X , t 6= 0.

Fix once and for all an F–measurable version of Eµ( f |F ). Given x, let m(x) =
ϕ ′[Eµ( f |F )(x)]. This is a bounded F–measurable function, and
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ϕ(t)> m(x)(t−Eµ( f |F )(x))+ϕ[Eµ( f |F )(x)] for all t 6= Eµ( f |F )(x).

In particular

ϕ[ f (x)]≥ m(x)( f (x)−Eµ( f |F )(x))+ϕ[Eµ( f |F )(x)] for all x, (A.1)

with equality only at the x where f (x) = Eµ( f |F )(x).
Taking conditional expectations on both sides, and recalling that Eµ(·|F ) is a

positive operator, we see that

Eµ(ϕ ◦ f |F )≥ Eµ(m( f −Eµ( f |F ))|F )+ϕ[Eµ( f |F )]

= mEµ( f −Eµ( f |F )|F )+ϕ[Eµ( f |F )] (∵ m is bounded, F–measurable)

= m
(
Eµ( f |F )−Eµ(Eµ( f |F )|F )

)
+ϕ[Eµ( f |F )] (prop A.2 part 1)

= m
(
Eµ( f |F )−Eµ( f |F )

)
+ϕ[Eµ( f |F )](prop A. 2 part 4)

= ϕ[Eµ( f |F )(x)].

So Eµ(ϕ ◦ f |F )≥ ϕ[Eµ( f |F )] almost everywhere.
The chain of inequalities also shows that Eµ(ϕ ◦ f |F ) = ϕ[Eµ( f |F )] iff there is

equality a.e. in (A.1), which happens exactly when f (x) = Eµ( f |F )(x). So Eµ(ϕ ◦
f |F ) = ϕ[Eµ( f |F )] a.e. iff f = Eµ( f |F ) a.e., and this is the same as saying that
f has an F–measurable version. �
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A.2 Mixing and exactness for the Gauss map

Mixing: A probability preserving map (X ,B,µ,T ) is called mixing, if for every
A,B ∈B, µ(A∩T−nB)−−−→

n→∞
µ(A)µ(B).

Exactness: A (non-invertible) non-singular map (X ,B,µ,T ) is called exact, if for
every E ∈

⋂
∞
n=0 T−nB, either µ(E) = 0 or µ(X \E) = 0.

Proposition: An exact probability preserving map is mixing.

Proof. Suppose (X ,B,µ,T ) is exact. Since T is measurable, T−nB is a decreasing

sequence of σ–algebras. By the Martingale convergence theorem, E(A|T−nB)
L1
−−−→
n→∞

E
(
A|
⋂

∞
n=0 T−nB

)
= E(A|{∅,X}) = µ(A) for all A ∈B. So for all A,B ∈B,

µ(A∩T−nB) =
∫

1A(1B ◦T n)dµ =
∫

E(1A|T−nB)1B ◦T ndµ

=
∫

µ(A)1B ◦T ndµ +O
(∫ ∣∣E(1A|T−nB)−µ(A)

∣∣dµ

)
→ µ(A)µ(B). �

Theorem (Rényi). The Gauss map T (x) = { 1
x} is exact with respect to its abso-

lutely continuous invariant probability measure.

Proof. It is enough to show that T is exact with respect to Lebesgue’s measure m.
Let va : [0,1]→ [0,1] denote the inverse branches va(x) = 1

a+x (a ∈ N), and set for
every a = (a1, . . . ,an), va = va1 ◦ · · · ◦ van . Let [a] := va([0,1)). This is the set of all
numbers whose continued fraction expansion starts with a.

Rényi’s inequality: ∃C > 1 s.t. C−1m[a]m[b]≤ m[a,b]≤Cm[a]m[b] for all a,b

Proof: m[a,b] =
∫

1[a]1[b] ◦T |a|dm =
∫
[b]

T̂ |a|1[a]dm

=
∫
[b]

v′adm (∵ a 6= b⇒ 1[a] ◦ vb = 0 by exercise 2.5 e)

=
∫
[b]

G±1m[a]dm = G±1m[a]m[b] (exercise 2.5 d. )

(Here a = G±1b means G−1 ≤ a/b≤ G.)

Standard approximation arguments show that for every a and B ∈B,

C−1m[a]m(B)≤ m([a]∩T−|a|(B))≤Cm[a]m(B)

We can now show exactness. Suppose B ∈
⋂

n≥0 T−nB and m(B) 6= 0. For every
n, there is Bn ∈B s.t. B = T−nBn, therefore for every a with |a|= n,

m(B∩ [a]) = m(T−nBn∩ [a])≥C−1m(Bn)m[a].
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Notice that 1
2ln2 ≤

dµ

dm ≤ 2ln2 where dµ = 1
ln2

1
1+x dx is the absolutely continuous in-

variant measure of the Gauss map. So m(Bn)≥ 1
2ln2 µ(Bn)=

1
2ln2 µ(B)≥ 1

4ln2 2
µ(B).

We see that
m(B∩ [a])

m[a]
≥ m(B)

4C ln2 2
for all a.

Let Fn :=σ–algebra generated by {[a] : |a|= n}, then Em(1B|Fn)=∑|a|=n
m(B∩[a])

m[a] 1[a]
(exercise). Therefore Em(1B|Fn) ≥ m(B)

4C ln2 2
. But Fn ↑B so by the Martingale con-

vergence theorem limn→∞Em(1B|Fn) = Em(1B|B) = 1B. So 1B > 0 a.e., whence
m(X \B) = 0. �

Reference: J. Aaronson, M. Denker, and M. Urbanski: Ergodic theory for Markov
fibred systems and parabolic rational maps. Trans. Amer. Math. Soc. 337 (1993),
no. 2, 495–548.
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A.3 Hennion’s theorem on quasi-compactness

Theorem (Doeblin & Fortet, Ionescu-Tulcea & Marinescu, Hennion). Suppose
(B,‖·‖) is a Banach space and L : B→ B is a bounded linear operator with spectral
radius ρ(L) for which there exists semi–norm ‖ · ‖′ s.t.:

1. ‖ · ‖′ is continuous on B;
2. there exists M > 0 s.t. ‖L f‖′ ≤M‖ f‖′ for all f ∈ B;
3. for any sequence of fn ∈ B, if sup‖ fn‖ < ∞ then there exists a subsequence
{nk}k≥1 and some g ∈ B s.t. ‖L fnk −g‖′ −−−→

k→∞
0;

4. there are k ≥ 1, 0 < r < ρ(L), and R > 0 s.t.

‖Lk f‖ ≤ rk‖ f‖+R‖ f‖′. (A.2)

Then L is quasi-compact.
Proof. We first give the proof in the special case k = 1.

Fix r < ρ ≤ ρ(L) arbitrarily close to r, and let

A(ρ,ρ(L)) := {z ∈ C : ρ ≤ |z| ≤ ρ(L)}.

The plan of the proof is to show that for all z ∈ A(ρ,ρ(L)),

• K(z):=
⋃
`≥0

ker(zI−L)` is finite dimensional, and I(z):=
⋂
`≥0

Im(zI−L)` is closed;

• K(z), I(z) are L–invariant and B = K(z)⊕ I(z);
• (zI−L) : I(z)→ I(z) is a bijection with bounded inverse;
• the set of λ ∈ A(ρ,ρ(L)) s.t. K(λ ) 6= {0} is finite and non–empty.

This implies that the intersection of the spectrum of L with the annulus A(ρ,ρ(L)) is
a finite set of eigenvalues with finite multiplicity, because if z is not an eigenvalue,
then K(z) = 0, whence B = I(z), whence (zI − L) : B→ B is a bijection with a
bounded inverse, and z is outside the spectrum of L.

Once we have this spectral information, we let {λ1, . . . ,λt} denote the eigenval-
ues of L in A(ρ,ρ(L)) and form

F :=
t⊕

i=1

K(λi) , H :=
t⋂

i=1

I(λi).

By the properties of K(z), I(z) mentioned above, F,H are L–invariant, F is finite di-
mensional, and H is closed. We will show, using standard linear algebra techniques,
that B= F⊕H, that the eigenvalues of L|F are λ1, . . . ,λt , and that the spectral radius
of L|H is less than ρ .

The double norm inequality (A.2) and the semi–norm ‖ · ‖′ are used in the fol-
lowing statement, which is the main technical tool:
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Conditional Closure Lemma: Fix |z| > r and let {gn}n≥1 be a sequence in B s.t.

gn = (zI−L) fn has a solution fn ∈L for all n. If gn
B−−−→

n→∞
g and sup‖ fn‖< ∞, then

{ fn}n≥1 has a subsequence which converges in B to a solution f of g = (zI−L) f .

Proof. Starting from the equation (gn−gm) = (zI−L)( fn− fm), we see that

|z|‖ fn− fm‖= ‖(gn−gm)+L( fn− fm)‖ ≤ ‖gn−gm‖+ r‖ fn− fm‖+R‖ fn− fm‖′.

Rearranging terms, we obtain

‖ fn− fm‖ ≤
1
|z|− r

[
‖gn−gm‖+‖ fn− fm‖′

]
. (A.3)

1. ‖gn−gm‖ tends to zero as n,m→ ∞, because gn
B−−−→

n→∞
g.

2. To deal with ‖ fn− fm‖′ we start again from gn = (zI−L) fn and deduce

|z| · ‖ fn− fm‖′ ≤ ‖gn−gm‖′+‖L fn−L fm‖′.

Since sup‖ fn‖ < ∞, there is a subsequence {L fnk}k≥1 s.t. ‖L fnk − h‖′ → 0 for
some h ∈ B. Since ‖ · ‖′ is continuous, ‖gnk − g‖′ → 0. Thus ‖ fnk − fmk‖′ ≤
1
|z|
(
‖gnk −gmk‖′+‖L fnk −L fmk‖′

)
−−−−→
k,`→∞

0.

Returning to (A.3), we see that ‖ fnk− fn`‖−−−−→k,`→∞
0, so ∃ f ∈ B s.t. fnk

B−−−→
k→∞

f . Since

zI−L is continuous, g = (zI−L) f , and we are done.

Riesz Lemma: Let (V,‖ · ‖) be a normed vector space, and suppose U ⊆ V is a
subspace. If U 6= V , then for every 0 < t < 1 there exists v ∈ V s.t. ‖v‖ = 1 and
dist(v,U)≥ t.

If V were a Hilbert space, then any unit vector in U⊥ would work with t = 1. The
point of Riesz’s Lemma is that it holds in general normed vector spaces.

Proof of Riesz’s Lemma. Fix v0 ∈ V \U , and construct u0 ∈ U s.t. dist(v0,U) ≤
‖v0−u0‖ ≤ 1

t dist(v0,U). Calculating, we see that for every u ∈U ,∥∥∥∥ v0−u0

‖v0−u0‖
− u
‖v0−u0‖

∥∥∥∥= ‖v0− (u0 +u)‖
‖v0−u0‖

≥ dist(v0,U)
1
t dist(v0,U)

= t.

Since this holds for all u ∈U , v := (v0−u0)/‖v0−u0‖ is as required.

We are now ready for the proof of Hennion’s Theorem. Define

K(z) :=
⋃
`>0

ker(zI−L)` , I(z) :=
⋂
`>0

Im(zI−L)`.

Step 1. Let K`(z) := ker(zI−L)`, I`(z) := Im(zI−L)` and suppose |z|> r, then

1. K`(z) is finite dimensional for all `;
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2. I`(z) is closed for all `;
3. there exists ` s.t. K`(z) = K(z) and I`(z) = I(z).

Proof. Fix z s.t. |z|> r, and let K` := K`(z), I` := I`(z).
We show by induction that dimK` < ∞ for all `. Suppose by way of contradiction

that dimK1 = ∞. Using the Riesz Lemma with t = 1/2, it is not difficult to construct
fn ∈ ker(zI−L) s.t. ‖ fn‖= 1 and ‖ fn− fm‖ ≥ 1/2 for all n 6= m. We have for all n,
sup‖ fn‖< ∞ and (zI−L) fn = 0, so by the conditional closure lemma { fn}n≥1 con-
tains a convergent sequence. But this cannot be the case, so we get a contradiction
which proves that dimK1 < ∞.

Next we assume by induction that dimK` < ∞, and show that dimK`+1 < ∞.
Assume by contradiction that dimK`+1 = ∞, then ∃ fn ∈ ker(zI−L)`+1 s.t. ‖ fn‖= 1
and ‖ fn− fm‖ ≥ 1/2 for n 6= m. By construction gn := (zI−L) fn ∈ K`, and ‖gn‖ ≤
|z|+ ‖L‖. The unit ball in K` is compact, because dimK` < ∞ by the induction
hypothesis, so ∃nk ↑∞ s.t. gnk converges in norm. By the conditional closure lemma,
∃nk` s.t. { fnk`

} converges in norm. But this cannot be the case because ‖ fn− fm‖ ≥
1/2 when n 6= m. So dimK`+1 must be finite. This concludes the proof that K` has
finite dimension for all `.

Next we show that I` := Im(zI−L)` is closed for all `. Again we use induction
on `, except that this time we start the induction at ` = 0, with the understanding
that (zI−L)0 = I, whence I0 = Im(I) = B. This space, of course, is closed.

We now assume by induction that I` is closed, and show that I`+1 ≡ (zI−L)I` is
closed. We must show that for every sequence of functions gn ∈ (zI−L)I`, if gn→ g,
then g ∈ (zI−L)I`. Write

gn = (zI−L) fn, fn ∈ I`.

We are free to modify fn by subtracting arbitrary elements of K1∩ I`. For example,
we may subtract the closest element to fn in K1∩ I` (the closest element exists since
dimK1 < ∞ and I` is closed). Thus we may assume without loss of generality that

‖ fn‖= dist( fn,K1∩ I`).

We claim that sup‖ fn‖<∞. Otherwise, ∃nk ↑∞ s.t. ‖ fnk‖→∞, and then gnk/‖ fnk‖→
0 (because gnk → g). But

gnk

‖ fnk‖
= (zI−L)

fnk

‖ fnk‖

so ∃nk` ↑ ∞ s.t. fnk`
/‖ fnk`

‖ → h where (zI−L)h=0 (conditional closure lemma).
Since fn ∈ I` and I` is closed, h ∈ I`. Thus fnk`

/‖ fnk`
‖ → h ∈ K1 ∩ I`. But this is

impossible, since we have constructed fn so that dist( fn/‖ fn‖,K1) = 1 for all n.
This contradiction shows that

sup‖ fn‖< ∞.

Since sup‖ fn‖ < ∞, gn → g, and gn = (zI− L) fn, the conditional closure lemma
provides a subsequence nk ↑∞ s.t. fnk → f where g = (zI−L) f . The limit f belongs
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to I`, because fn ∈ I` and I` is closed by the induction hypothesis. Thus g ∈ (zI−
L)I` ≡ I`+1 as required. This concludes the proof that I` is closed for all `.

We show that K(z) = K` for some `. By definition, K1 ⊆ K2 ⊆ ·· · , so if the
assertion is false, then Kn−1 ( Kn infinitely often. Construct, using the Riesz lemma
a sequence of vectors fnk ∈ Knk s.t. nk→ ∞, ‖ fnk‖= 1 and dist( fnk ,Knk−1)≥ 1

2 . So
{ fnk}k≥1 is 1

2 –separated.
We claim that for every m ∈ N, {Lm fni}i≥1 is 1

2 |z|
m+1–separated. To show this

we write z−mLm fni+k − z−mLm fni = fni+k −
[
(I − z−mLm) fni+k + z−mLm fni

]
, and

show that the term in the brackets belongs to Kni+k−1. This means that ‖Lm fni+k−
Lm fni‖ ≥ |z|mdist( fni+k,Kni+k−1)≥ |z|m+1/2.

We begin with two trivial observations on K`. Firstly, L(K`)⊆ K` (because (zI−
L)`L = L(zI−L)`). Secondly, (zI−L)K` ⊆ K`−1. The first observation shows that
Lm fni ∈ Kni . The second observation shows that

(I− z−mLm) fni+k =
m−1

∑
j=0

z− jL j(I− z−1L) fni+k ∈
m−1

∑
j=0

L jKni+k−1 ⊆ Kni+k−1.

Thus the term in the brackets belongs to Kni+k−1, and ‖Lm fni+k−Lm fni‖ ≥ 1
2 |z|

m+1.
We obtain a contradiction to this fact as follows. Recall that we are assuming that

(A.2) holds with k = 1. Iterating, we get for all m and f ∈ B,

‖Lm f‖ ≤ rm‖ f‖+R
m

∑
j=1

r j‖Lm− j f‖′.

Applying this to L fnk −L fn` we get

‖Lm+1 fnk −Lm+1 fn`‖ ≤ rm‖L fnk −L fn`‖+R
m

∑
j=1

r j‖Lm− jL fnk −Lm− jL fn`‖
′

≤ 2‖L‖rm +R
m

∑
j=1

r jMm− j‖L fnk −L fn`‖
′,

By our assumptions on ‖ · ‖′, since sup‖ fnk‖ < ∞, ∃ki ↑ ∞ s.t. ‖L fnki
−h‖′→ 0 for

some h ∈ B. This means that for all ε > 0 and m≥ 1, we can find i 6= j so large that

‖Lm+1 fnki
−Lm+1 fnk j

‖ ≤ 2‖L‖rm + ε.

Choosing m so large that 2‖L‖rm < 1
4 |z|

m+1 and ε < 1
4 |z|

m+1, we obtain ki 6= k j

s.t. ‖Lm+1 fnki
−Lm+1 fnk j

‖< 1
2 |z|

m+1. But this is impossible, because {Lm fnk}k≥1 is
1
2 |z|

m+1–separated.
This proves that the sequence K1 ⊆ K2 ⊆ ·· · stabilizes eventually. A similar ar-

gument, applied to I1 ⊇ I2 ⊇ ·· · shows that that sequence eventually also stabilizes.
The first step is complete.

Step 2. LK(z)⊆ K(z), LI(z)⊆ I(z), and B = K(z)⊕ I(z).
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Proof. The first two statements are because L commutes with (zI−L)`. We show the
third. The previous step shows that for some m, K(z) = K`, I(z) = I` for all ` ≥ m.
So it’s enough to show that B = Km⊕ Im.

B = Km + Im: Suppose f ∈ B, then (zI−L)m f ∈ Im = I2m (∵ 2m > m), so ∃g ∈ B
s.t. (zI−L)m f = (zI− f )2mg. We have f = [ f −(zI−L)mg]+(zI−L)mg∈Km+ Im.

Km∩ Im = {0}: Suppose f ∈ Km∩ Im, then f = (zI−L)mg for some g ∈ B. Nec-
essarily (zI− L)2mg = (zI− L)m f = 0, so g ∈ K2m. But K2m = Km, so g ∈ Km. It
follows that f = (zI−L)mg = 0.

Step 3. (zI−L) : I(z)→ I(z) is a bijection with bounded inverse.

Proof. Let m be a number s.t. I(z) = Im,K(z) = Km. (zI−L) is one-to-one on I(z),
because ker(zI−L)∩ I(z)⊆ K1∩ Im ⊆ Km∩ Im = {0}. (zI−L) is onto I(z), because
(zI−L)I(z) = (zI−L)Im = Im+1 = Im = I(z). Thus

(zI−L) : I(z)→ I(z) is a bijection.

Since I(z) is a closed subset of a Banach space, (I(z),‖ ·‖) is complete. By the open
mapping theorem, zI − L : I(z)→ I(z) is open. So (zI − L)−1 is continuous, and
therefore bounded.

Step 4. K(z) = 0 for all but at most finitely many z ∈ A(ρ,ρ(L)). K(z) 6= 0 for at
least one z s.t. |z|= ρ(L).

Proof. Suppose by way of contradiction that K(z) 6= {0} for infinitely many different
points zi ∈ A(ρ,ρ(L)) (i≥ 1). Since A(ρ,ρ(L)) is compact, we may assume without
loss of generality that zn −−−→

n→∞
z ∈ A(ρ,ρ(L)).

Since K(zn) 6= 0, ker(znI− L) 6= 0. Let Fn := ker(z1I− L)⊕ ·· · ⊕ ker(znI− L),
then F1 ( F2 ( F3 ( · · · . We now argue as in step 1. By the Riesz Lemma, ∃ fn ∈ Fn
s.t. ‖ fn‖= 1 and dist( fn,Fn−1)≥ 1

2 . Using the obvious inclusion

Lm fn+k−Lm fn ∈ zm
n+k fn+k +Fn+k−1

we see that ‖Lm fn+k−Lm fn‖ ≥ dist(zm
n+k fn+k,Fn+k−1)≥ 1

2 |zn+k|m ≥ 1
2 ρm. But this

is ruled out by (A.2) as in step 1.
Thus {z ∈ A(ρ,ρ(L)) : K(z) 6= 0} is finite. Next we claim that it contains an

element on {z : |z| = ρ(L)}. Otherwise, ∃ρ ′ < ρ(L) s.t. K(z) = 0 for all |z| ≥ ρ ′.
This means that I(z) = B for all |z| ≥ ρ ′, whence by the previous step, (zI−L) has
a bounded inverse for all |z| ≥ ρ ′. It follows that the spectral radius of L is less than
or equal to ρ ′. But this is not the case, because ρ ′ < ρ(L).

Step 5. Let λ1, . . . ,λt denote the complete list of different eigenvalues of L in
A(ρ,ρ(L)), then F :=

⊕t
i=1 K(λi) is a direct sum, dimF < ∞, L(F) ⊆ F, and the

eigenvalues of L|F are λ1, . . . ,λt .

Proof. Suppose vi ∈ K(λi)\{0} and ∑αivi = 0. We have to show that α j = 0 for all
j. Suppose by way of contradiction that α j 6= 0 for some j.

Find, using step 1, an m≥ 1 s.t. K(λi) = ker(λiI−L)m, and set pi(z) := (λi−z)m.
For every j, let q j(z) := ∏i 6= j pi(z), then q j(L)vi = 0 for all i 6= j, and so
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0 = q j(L)

(
∑

i
αivi

)
= α jq j(L)v j.

Since α j 6= 0, q j(L)v j = 0. Obviously, also p j(L)v j = 0.
The polynomials q j(z), p j(z) have no zeroes in common, so they are relatively

prime. Find polynomials a(z),b(z) s.t. a(z)p j(z)+b(z)q j(z) = 1.
So a(L)p j(L)v j + b(L)q j(L)v j = v j. But the left-hand-side vanishes, so v j = 0

contrary to our assumptions. Thus the sum defining F is direct.
The dimension of F is finite by step 1. Clearly λ1, . . . ,λt are eigenvalues of L|F .

There are no other eigenvalues because ∏
t
i=1(λiI−L|F)m = 0, so the minimal poly-

nomial of L|F divides ∏
t
i=1(λi− t)m.

Step 6. H :=
⋂t

i=1 I(λi) is closed, L(H)⊆ H, and B = F⊕H.

Proof. H is closed by step 1, and L–invariant by step 2.
For every i = 1, . . . , t B = K(λi)⊕H(λi) (step 2), so there exist continuous pro-

jection operators πi : B→ K(λi) s.t. for every f ∈ B,

πi( f ) ∈ K(λi) and (I−πi)( f ) ∈ I(λi).

(Existence is because of the direct sum decomposition; continuity can be checked
using the closed graph theorem.) We have

1. πiL = Lπi, because LK(λi)⊆ K(λi),LI(λi)⊆ I(λi);
2. i 6= j⇒ πiπ j = 0: Suppose u ∈ B, and let v := π j(u). Then v ∈ K(λ j), so ∃m s.t.

(λ jI−L)mv = 0. So ((λ j−λi)I +(λiI−L))mv = 0, whence

(λ j−λi)
mv+

m

∑
`=1

(
m
`

)
(λ j−λi)

m−`(λiI−L)`v = 0.

So v = −(λ j−λi)
−m

∑
m
`=1
(m
`

)
(λ j−λi)

m−`(λiI−L)`v. Iterating this identity we
see that for every n

v =

[
−(λ j−λi)

−m
m

∑
`=1

(
m
`

)
(λ j−λi)

m−`(λiI−L)`
]n

v ∈ Im(λiI−L)n,

whence v ∈ I(λi)⊆ kerπi. It follows that (πi ◦π j)(u) = πi(v) = 0.

We can now show that B = F⊕H. Every f ∈ B can be decomposed into

t

∑
i=1

πi( f )+

(
f −

t

∑
i=1

πi( f )

)
.

The left summand is in F , the right summand is in
⋂t

i=1 kerπi =
⋂n

i=1 I(λi) = H.
Thus B=F+H. At the same time F∩H = {0}, because if f ∈F∩H, then πi( f )= 0
for all i (because f ∈ H), whence f = 0 (because f ∈ F).

Step 7. The spectral radius of L|H is strictly smaller than ρ .
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Proof. It is enough to show that (zI− L) : H → H has a bounded inverse for all
|z| ≥ ρ . Fix such a z, and let h be some element of H.

Suppose z 6∈ {λ1, . . . ,λt}, then K(z) = {0} so I(z) =B. By step 3, (zI−L) : B→B
is invertible with bounded inverse.

Now suppose z = λi for some i. Recall that (λiI−L) : I(λi)→ I(λi) is an isomor-
phism, so ∃! f ∈ I(λi) s.t. h = (λiI−L) f . We show that f belongs to H, by checking
that π j( f ) = 0 for all j. If j = i, use f ∈ I(λi) = kerπi. If j 6= i, then

0 = π j(h) = π j(λiI−L) f = (λiI−L)π j( f ),

so π j( f ) ∈ K(λi)∩K(λ j) = {0}. Thus f ∈
⋂

kerπ j = H. We see that ∃! f ∈ H s.t.
h = (zI−L) f . It follows that (zI−L) : H→ H is invertible. Since H is closed, H is
a Banach space. By the inverse mapping theorem, (zI−L)−1 is bounded.

In summary, B=F⊕H where F,H are L–invariant spaces such that (a) F is finite
dimensional, (b) H is closed, (c) all the eigenvalues of L|F have modulus larger than
or equal to ρ , and (d) the spectral radius of L|H is strictly less than or equal to ρ . In
other words: L is quasi-compact.

Step 7 completes the proof of Hennion’s theorem in the special case when (A.2)
holds with k = 1. Suppose now that (A.2) holds with k > 1. By what we just proved,
Lk is quasi-compact, and we can decompose

B = F0⊕H0

where F0,H0 are closed linear spaces s.t. Lk(F0) ⊂ F0, Lk(H0) ⊂ H0, dim(F0) < ∞,
and there exists rk < ρk < ρ(Lk) arbitrarily close to rk such that all eigenvalues of
Lk|F0 have modulus at least ρk and the spectral radius of Lk|H0 is strictly less than
ρk. Since ρ(Lk) = ρ(L)k, r < ρ < ρ(L) and ρ can be chosen arbitrarily close to r.

We saw in the proof above that ∃λ1, . . . ,λt0 s.t. |λi|> ρ s.t.

F0 =
t0⊕

i=1

ker[(λiI−Lk)m].

There is also a useful formula for H0:

Claim: H0 = {v ∈ B : limsup‖Lk`v‖1/` < ρk}.

Proof. The inclusion ⊆ is because ρ(Lk|H0) < ρk. To see ⊇ we first observe that
Lk : F0→ F0 is invertible, because dim(F0) < ∞ and ker(Lk|F0) = {0} since zero is
not an eigenvalue. So for all v ∈ F0, ‖v‖ ≤ ‖L−k`|F0‖‖Lk`v‖, whence

‖Lk`v‖1/` ≥ ‖v‖1/`‖L−k`|F0‖
−1/` −−−→

`→∞

1
ρ(L−k|F0)

=
1

max{|λ−1
i |}

≥ ρ
k.

Now suppose v 6= 0 satisfies limsup‖Lk`‖1/` < ρk, and decompose v = f + h with
f ∈ F0,h ∈ H0. Then f = 0, otherwise ‖Lk`v‖ grows too fast. So v ∈ H0.
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Let F1 := ∑
k−1
j=0 L j(F0). This is a closed L-invariant space, and dim(F)< ∞. Sup-

pose the minimal polynomial of Lk|F0 is p(t). For every v ∈ L j(F0), p(L)Lk− jv = 0,
and so p(L)Lkv = L j p(L)Lk− j(v) = 0. So the minimal polynomial of L|F divides
tk p(tk). It follows that all eigenvalues of L|F are either zero or are k-th roots of
eigenvalues of Lk|F0 . As such, they are either zero or have modulus at least ρ . Let
µ1, . . . ,µs denote the non-zero eigenvalues, then

F1 = F⊕
⋃
j≥1

ker(L j|F1), where F :=
s⊕

i=1

⋃
j≥1

ker[(µiI−L|F1)
j].

F has finite dimension, L(F) ⊂ F , and all eigenvalues of L|F have modulus ≥ ρ .
One shows as in the claim that for all v ∈ F \{0}, liminf‖L`v‖1/` ≥ ρ .

Next write H := H0⊕
⋃

j≥1 ker(L j|F1). This is again a closed L-invariant space,
and because of the formula for H0,

H = {v ∈ B : limsup‖L`v‖1/` < ρ}.

Clearly F ∩H = {0}, and clearly F +H = (F +
⋃

j≥1 ker(L j|F1))+H0 ⊇ F1 +H0 ⊇
F0 +H0 = B. So B = F⊕H and L is quasi-compact. �

Reference: H. Hennion and L. Hervé: Limit theorems for Markov chains and
stochastic properties of dynamical systems by quasi-compactness, Lect. Notes in
Math. 1766, Springer, 145pp (2000)
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A.4 The analyticity theorem

Theorem (Dunford): Suppose T : U → B is a function from an open set in C to a
Banach space B. The following conditions are equivalent:

1. Weak analyticity: For every bounded linear functional ϕ : B→ C, ϕ[T (z)] is
holomorphic on U.

2. Strong analyticity: For every z ∈U there is T ′(z) ∈ B (called the derivative at z)
s.t. ‖T (z+h)−T (z)

h −T ′(z)‖ −−−→
|h|→0

0

Proof. (2)⇒(1) is obvious, so we only do (1)⇒(2).

Lemma. Suppose B is a Banach space and xn ∈ B satisfy ‖xn‖ → ∞, then there
exists a bounded linear functional ϕ s.t. ϕ(xn)→ ∞.

Proof: Let B∗ denote the space of bounded linear functionals on B equipped with the
norm ‖ϕ‖= sup |ϕ(x)|‖x‖ . Every xn ∈ B defines a bounded linear functional x∗n : B∗→C
through x∗n(ϕ) = ϕ(xn), and it’s an easy consequence of the Hahn–Banach Theorem
that ‖x∗n‖= ‖xn‖. So sup‖x∗n‖= ∞. By the Banach–Steinhaus Theorem, there must
exist ϕ ∈ B∗ s.t. supx∗n(ϕ) = ∞, which is exactly what the lemma asserts.

We now prove (1)⇒(2). Suppose T (z) is weakly differentiable on U . ‖T (z)‖
must be locally bounded in U , otherwise ∃zn → z ∈U s.t. ‖T (zn)‖ → ∞, and then
by the lemma ϕ[T (zn)]→∞ for some bounded linear functional ϕ . But ϕ[T (zn)]→
ϕ[T (z)] because ϕ[T (z)] is holomorphic and therefore continuous.

We show that D(h) := 1
h [T (z+h)−T (z)] satisfies the Cauchy criterion on U as

h→ 0. Since ϕ[T (z)] is holomorphic on U , it satisfies Cauchy’s Integral formula:
ϕ[T (z)] = 1

2πi
∮

∂Br(z)
ϕ[T (ξ )]

ξ−z dξ . Here Br(z) is a disc with center z and radius r so

small that Br(z)⊂U . Direct calculations show that

ϕ[D(h)−D(k)] =
h− k
2πi

∮
Br(z)

ϕ[T (ξ )]
(ξ − (z+h))(ξ − (z+ k))(ξ − z)

dξ .

Setting M := sup{‖T (ξ )‖ : |ξ − z| ≤ r}, we have for all |h|, |k|< 1
2 r

∣∣ϕ[D(h)−D(k)]
∣∣≤ |h− k| · 2πr

2π
· 4M‖ϕ‖

r3 .

Since this holds for all bounded linear fuctionals, and by the Hahn–Banach the-
orem ‖x‖= sup{|ϕ(x)| : ϕ ∈ B∗,‖ϕ‖= 1},

‖D(h)−D(k)‖ ≤ |h− k| · 2πr
2π
· 4M

r3 = O(|h− k|).

The Cauchy criterion follows. So limh→0
1
h [T (z+h)−T (z)] exists. �
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A.5 Eigenprojections, “separation of spectrum”, and Kato’s
Lemma

Theorem (Sz.-Nagy, Wolf). Suppose L is a bounded linear operator and Spect(L)=
Σin ]Σout where Σin,Σout are compact, and let γ be a smooth closed curve which
does not intersect Spect(L), and which contains Σin in its interior, and Σout in its
exterior. Then

1. P := 1
2πi
∮

γ
(zI−L)−1dz is a projection (P2 = P), therefore L = ker(P)⊕ Im(P).

2. PL = LP, therefore L(ker(P))⊂ ker(P) and L(Im(P))⊂ Im(P).
3. Spect(L|Im(P)) = Σin and Spect(L|ker(P)) = Σout .

Step 1: P is a projection.

Proof. Let R(z) = (zI−L)−1. Since γ is compact and outside the spectrum, ‖R(z)‖
is continuous and bounded on γ . It follows that ‖P‖< ∞. We show that P2 = P.

“Expand” γ to a larger curve γ∗ which contains Σin∪ γ in its interior and Σout in
its exterior. P can be calculated by integrating on γ∗ instead of γ (prove!), and so

P2 =
1

(2πi)2

∮
γ

R(z)dz
∮

γ∗
R(w)dw =

1
(2πi)2

∮
γ

∮
γ∗

R(z)R(w)dwdz

(∵ R(·) is linear and continuous on C\Spect(L))

=
1

(2πi)2

∮
γ

∮
γ∗

R(z)−R(w)
w− z

dwdz (Resolvent identity)

=
1

(2πi)2

∮
γ

∮
γ∗

R(z)
w− z

dwdz− 1
(2πi)2

∮
γ

∮
γ∗

R(w)
w− z

dwdz

=
1

(2πi)2

∮
γ

(
R(z)

∮
γ∗

1
w− z

dw
)

dz− 1
(2πi)2

∮
γ∗

(
R(w)

∮
γ

1
w− z

dz
)

dw.

The first inner integral is 2πi (z is inside γ∗) and the second inner integral is zero (w
is outside γ). The net result is 1

2πi
∮

γ
R(z)dz = P.

Step 2: PL = LP, L(ker(P))⊂ ker(P), L(Im(P))⊂ Im(P).

Proof: The resolvent of L commutes with L.

Step 3: Spect(L|Im(P)) = Σin and Spect(L|ker(P)) = Σout .

Proof. We claim that (zI − L)|Im(P) has bounded inverse on Σout . The idea is to
extend R(z)|Im(P) analytically outside of γ and observe that the extension must still
be a bounded inverse.

To build the analytic extension, we note that P= I on Im(P), therefore R(z)|Im(P)=
R(z)P|Im(P). For z 6∈ Spect(L) outside γ
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R(z)P = R(z)
(

1
2πi

∮
γ

R(w)dw
)
=

1
2πi

∮
γ

R(z)R(w)dw

=
1

2πi

∮
γ

R(w)−R(z)
z−w

dw =
1

2πi

∮
γ

R(w)
z−w

dw−R(z)
(

1
2πi

∮
γ

dw
z−w

)
=

1
2πi

∮
γ

R(w)
z−w

dw (z is outside γ).

The magic is that R̂(z) := 1
2πi
∮

γ

R(w)
z−w dw makes sense and is analytic outside γ , in-

cluding on Σout , and we have obtained an analytic extension of R(z)P|Im(P) to the
complement of Σin.

We know that (zI−L)R̂(z)|Im(P) is analytic outside γ and equals I outside γ away
from Σout . Two holomorphic functions which agree on a set with an accumulation
point agree everywhere (prove using the weak differentiability criterion). It follows
that (zI−L)R̂(z)|Im(P) = I everywhere in the exterior of γ , including Σout . We found
a bounded inverse for (zI−L)|Im(P) for z ∈ Σout .

Since (obviously) Spect(L|Im(P)) ⊂ Spect(L) = Σin ∪Σout , and Spect(L|Im(P))∩
Σout =∅, Spect(L|Im(P))⊂ Σin. Similarly one proves that Spect(L|ker(P))⊂ Σout .

The inequalities must be equalities: If for example ∃z0 ∈ Σin \Spect(L|Im(P)) then
we can invert (zI−L) on ker(P) and on Im(P), whence on ker(P)⊕ Im(P) = L .
But we can’t. �

Lemma (Kato). Let P,Q : B→ B be two projections on a Banach space B. If ‖P−
Q‖< 1 then P,Q are similar: ∃ bounded linear isomorphism π s.t. P = π−1Qπ .

Proof. First we construct a map U : B→ B which maps ker(P) into ker(Q), and
Im(P) into Im(Q): U := (I−Q)(I−P)+QP. Observe that

UP = (I−Q)(I−P)P+QP2 = QP (∵ P2 = P)

QU = Q(I−Q)(I−P)+Q2P = QP (∵ Q2 = Q)

We see that UP = QU . If we can show that U has a bounded inverse, then P =
U−1QU and P,Q are similar.

Consider the map V : B→ B which maps ker(Q) into ker(P), and Im(Q) into
Im(P): V := (I−P)(I−Q)+PQ. This is “almost” an inverse for U :

UV = (I−Q)(I−P)(I−Q)+QPQ = · · ·= I−Q−P+PQ+QP = I− (P−Q)2

VU = (I−P)(I−Q)(I−P)+PQP = · · ·= I−Q−P+PQ+QP = I− (P−Q)2

If ‖P−Q‖< 1, then I− (P−Q)2 is invertible, whence one-to-one and onto. Since
UV is onto, U is onto. Since VU is one-to-one, U is one-to-one. It follows that
U is invertible. Any invertible map on a Banach space has bounded inverse (open
mapping theorem). It follows that U is a bounded linear isomorphism. �

Reference: T. Kato: Perturbation theory for linear operators, Classics in Math.,
Springer, xxi+619pp (1980)
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A.6 The Berry–Esseen “Smoothing Inequality”

Theorem (Berry & Esseen): ∃C > 0 s.t. if F,G are two probability distribu-
tion functions with characteristic functions f (t),g(t) and if G(x) differentiable,
sup |G′|< ∞, and

∫
|F(x)−G(x)|dx < ∞, then

‖F−G‖∞ ≤C
(

1
2π

∫ T

−T

| f (t)−g(t)|
|t|

dt +
sup |G′|

T

)
for all T > 0.

T is a free parameter which we are free to choose to optimize the bound.
The proof uses several tools from real analysis which we will now review briefly.

Lebesgue–Stieltjes integrals: Any distribution function F determines a unique
Borel probability measure on R by µF([a,b)) := F(b)−F(a). This is called the
Lebesgue–Stieltjes measure of F . It is customary to use the following notation∫ b

a
f (x)F(dx) or

∫ b

a
f (x)dF(x) for

∫
[a,b)

f dµF .

Note that the right endpoint of the interval is not included. This matters when F(x)
has a jump discontinuity at b, because in this case µF has an atom at b.

Fourier transforms: The Fourier transform of f ∈L1(R) is F( f )(t)=
∫

eitx f (x)dx.
This has the following properties:

1. F(F( f )) = 2π f
2. F( f ∗g) = F( f ) ·F(g), where ( f ∗g)(x) =

∫
f (x− y)g(y)dy (the convolution).

The Fourier transform of a Borel probability measure µ on R is the function
(Fµ)(t) :=

∫
eitxdµ(x). The reader can check that characteristic function of a ran-

dom variable X is the Fourier transform of the Stieltjes measure of the distribution
function of X . This only depends on the distribution function of X . Therefore we
can safely speak of the characteristic function of a distribution function.

Lemma. Suppose F(x),G(x) are two distribution functions with characteristic
functions f (t),g(t). If

∫
|F(x)−G(x)|dx < ∞, then [F(F−G)](t) =− f (t)−g(t)

it .

Proof. The Fourier transform of F−G exists, because F−G ∈ L1. Let µF and µG
denote the Lebesgue–Stieltjes measures of F,G, then

[F(F−G)](t) = lim
T→∞

∫ T

−T
eitx[F(x)−G(x)]dx

= lim
T→∞

[∫ T

−T

∫ T

−∞

eitx1[ξ<x]dµF(ξ )dx−
∫ T

−T

∫ T

−∞

eitx1[ξ<x]dµG(ξ )dx
]
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= lim
T→∞

∫ T

−∞

(∫ T

ξ

eitxdx
)

dµF(ξ )− lim
T→∞

∫ T

−∞

(∫ T

ξ

eitxdx
)

dµG(ξ )

= lim
T→∞

∫ T

−∞

eitT − eitξ

it
dµF(ξ )− lim

T→∞

∫ T

−∞

eitT − eitξ

it
dµG(ξ )

= lim
T→∞

[
eitT

it
[F(T )−G(T )]−

∫ T

−∞

eitξ

it
d(µF −µG)(ξ )

]
.

The first summand tends to zero because F(T ),G(T )−−−→
T→∞

1, and the second sum-

mand tends to − f (t)−g(t)
it . ut

Lemma There exists a non–negative, even, absolutely integrable function H(x) s.t.∫
H(x)dx = 1, b :=

∫
|x|H(x)dx < ∞, H(x)−−−→

|x|→∞

0, F(H) is real–valued and non–

negative, and F(H) is supported inside [−1,1].

Proof. There are many possible constructions. Here is one. Start with the indicator
of a symmetric interval [−a,a], and take its Fourier transform

H0(y) =
∫ a

−a
eitydt =

2sinay
y

.

The Fourier transform of H0 is FH0 = 2π1[−a,a], so it has compact support. But H0

is not non-negative, and
∫
|x|H0(x)dx = ∞. To correct this we let H1(x) := (H0(x))4,

and observe that H1(x)≥ 0 and
∫
|x|H(x)dx < ∞. The Fourier transform of H1 still

has compact support (in [−4a,4a]), because

F[(H0)
4] = F[(F1[−a,a])

4] = F{F[(1[−a,a] ∗1[−a,a] ∗1[−a,a] ∗1[−a,a]]}= 2π(1[−a,a])
∗4,

and the convolution of functions with compact support has compact support. H1 is
even, because it is the convolution of even functions. It remains to normalize H1. �

Proof of the Berry-Esseen Theorem. Let H(x) be the function given by the
lemma, and let h := FH. Set HT (x) := T H(T x), then HT (x) is an even non–negative
absolutely integrable function s.t.

1.
∫

HT dx = 1;
2.
∫
|x|HT (x)dx = b/T ;

3. The Fourier transform of HT is hT (t) := h(t/T ) where h = FH.

Note that hT is supported in [−T,T ], and |hT | ≤ ‖HT‖1 = 1.
The proof is based on the following heuristic: For T large, HT (x) has a sharp peak

at x = 0, and rapid decay for x far from zero. If we average a “nice” function ϕ(y)
with weights HT (x− y), then we expect the result to be close to ϕ(x). In particular

|F(x)−G(x)| ?≈ IT (x) :=
∫

HT (x− y)[F(y)−G(y)]dy.

We will estimate IT (x) in terms of f (t),g(t), and relate M := sup |F(x)−G(x)| to
the value of IT (·) at a point where |F(x)−G(x)| is (nearly) maximal.
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Step 1. IT (x)≤ 1
2π

∫ T
−T
| f (t)−g(t)|
|t| dt.

Proof. IT (x) =
∣∣∣∣∫ HT (x− y)[F(y)−G(y)]dy

∣∣∣∣= |HT ∗ (F−G)|

= (2π)−1 ∣∣F2[HT ∗ (F−G)]
∣∣= 2π

−1 |F[FHT ·F(F−G)]|
= (2π)−1 |F[hT ·F(F−G)]| (A.4)

= (2π)−1
∣∣∣∣∫ ∞

−∞

eitxhT (t)
f (t)−g(t)

it
dt
∣∣∣∣ (lemma)

≤ 1
2π

∫ T

−T

| f (t)−g(t)|
|t|

dt, (A.5)

because |hT (t)| ≤ ‖HT‖1 = 1 and hT is supported in [−T,T ].

Step 2. Relating ‖F−G‖∞ to IT (x0) at x0 where |F(x0)−G(x0)| ≈ ‖F−G‖∞.

Let A := sup |G′(x)| and M := sup |F(x)−G(x)|. Fix some point x0 ∈ R s.t. M0 :=
|F(x0)−G(x0)| > 1

2 M. Since we are free to translate the distributions F,G by the
same amount, we may assume w.l.o.g. that x0 = 0. So M0 = |F(0)−G(0)| and

IT (x0) = IT (0) =
∫

HT (y)[F(y)−G(y)]dy.

(we have used the fact that HT is even).
Suppose first F(0)>G(0), and decompose the integral IT (0) into

∫M0
0 +

∫ 0
−∞

+
∫

∞

M0
.

1. To analyze
∫M0

0 we note that if y ∈ [0,M0], then F(y)≥ F(0) and so

[F(y)−G(y)]− [F(0)−G(0)]≥ G(0)−G(y) =−
∫ y

0
G′(y)dy≥−Ay.

Thus [F(y)−G(y)]≥ [F(0)−G(0)]−Ay = M0−Ay (∵ F(0)> G(0)). So∫ M0

0
HT (y)[F(y)−G(y)]dy≥

∫ M0

0
(M0−Ay)HT (y)dy.

2. We estimate
∫ 0
−∞

from below by replacing [F(y)−G(y)] by −M >−2M0:∫ 0

−∞

HT (y)[F(y)−G(y)]dy≥−
∫ 0

−∞

HT (y) ·2M0dy.

3. Similarly,
∫

∞

M0
HT (y)[F(y)−G(y)]dy≥−

∫
∞

M0
HT (y) ·2M0dy.

Putting this all together, and recalling that HT is even, we obtain
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IT (0)≥
∫ M0

0
(M0−Ay)HT (−y)dy−

∫ 0

−∞

2M0HT (−y)dy−
∫

∞

M0

2M0HT (y)dy

=
∫ M0

0
(3M0−Ay)HT (y)dy−M0

≥ 3M0

∫ M0

0
HT (y)dy−A

∫
|y|HT (y)dy−M0

=−M0 +3M0

∫ M0

0
HT (y)dy− Ab

T
(∵
∫
|y|HT (y)dy =

1
T

∫
|y|H(y)dy =

b
T
)

=−M0 +
3M0

2

∫ M0

−M0

HT (y)dy− Ab
T

In summary M0[
3
2
∫M0
−M0

HT (y)dy−1]≤ IT (0)+ Ab
T .

Fix some σ > 0 s.t.
∫

σ

−σ
H(y)dy = 8

9 , then
∫ σ/T
−σ/T HT (y)dy = 8

9 . It is no problem
to choose H from the beginning in such a way that σ < A. There are two cases:

1. M0 ≤ σ

T , and then M < 2M0 ≤ 2σ/T < 2A/T ;
2. M0 >

σ

T , and then 3
2
∫M0
−M0

H(y)dy−1 > 1
3 , so M0 ≤ 3IT (0)+ 3Ab

T .

In both cases, this and step 1 yields

sup |F(x)−G(x)|< 2M0 ≤ 6
(

1
2π

∫ | f (t)−g(t)|
|t|

dt +
max{3b,2}A

T

)
,

and the proposition is proved, under the additional assumption that F(0)> G(0).
If F(0) ≤ G(0), then we repeat the same procedure, but with the decompo-

sition
∫ 0
−M0

+
∫ −M0
−∞

+
∫

∞

0 . This leads to
∫

HT (y)[G(y)− F(y)]dy ≥
∫ 0
−M0

(3M0 −
A|y|)HT (y)dy−M0. From this point onward, the proof continues as before. �

Reference: B.V. Gnedenko and A.N. Kolmogorov: Limit distributions for sums of
independent random variables, Addison–Wesley, ix+264pp (1954).


