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Introduction

Recognizing actions in static and dynamic images is a basic and important capacity in visual perception. The focus of this study is on the recognition of what might be termed ‘visual verb phrases’. These are static or dynamic images which show an action that will typically be described by a short verb phrase, which specifies not only the action verb, but also additional information about the agent performing the action, the recipient, the tool etc. The input to the computation is a video or a single image, and the output is a description such as ‘the man picked a glass with his right hand’. The recognition of such actions requires, in addition to naming the action, the identification and localization of different components of the action, including the actor performing the action, the actual action being performed, the recipient of the action, the relevant body parts, and often a tool being used. Figure 1 illustrates examples of the problem and some of our current results. The analysis in these cases and in our work in general combines what we call ‘image interpretation’ and ‘event detection and analysis’. By ‘interpretation’ we mean the full detection and localization of the different components of the actor and the objects involved in the action, and by ‘event detection and analysis’ we refer to detecting and analyzing the components of the action itself using the information obtained from the interpretation.
Figure 1: An example of the goal and of the results of two of the developed approaches, namely the body interpretation based approach and the chains model based approach. (a) Different examples of the ‘drinking’ action, notice the visual dissimilarity between different examples. (b) An example action we want to recognize and interpret. Observing several frames or even a single static frame of the sequence, the interpretation would be: ‘a man picked up a glass with his right hand’. The performed action here is ‘to pick up’, the actor is the ‘man’, the recipient of the action is the ‘glass’ and the body part (or the tool) being used is the ‘hand’. (c) The output of our body interpretation based approach (Appendix B), both the objects involved (man, glass) are interpreted (their parts marked with colors) and the action is detected (annotation above and in the ROI of the action). The approach uses our automatic body parts interpretation method (described in Appendix A). (d) Example actions automatically identified from single images using our static action recognition approach [Karlinsky et al., 2010b]. For each action, the relevant body parts (face, hand, and elbow) are detected [[Karlinsky et al., 2008b, Karlinsky et al., 2010a] followed by the action recognition using features anchored to the parts. The bar graph on the right of each image depicts the log-likelihood of the 12 considered actions. Note the subtle visual differences that are necessary to detect in order to distinguish between similar actions.

Types of actions

“Action” is one of the most complex “objects” for visual recognition. For example Figure 1a shows a large variety of images depicting the action ‘drinking’. ‘Drinking’ can be performed by a man, a woman, or a child; one can drink with the left hand, the right hand or with both, using a cup, a glass, or a bottle, etc. Although action is an intuitive concept, which corresponds to some common dynamical occurrence the term ‘action’ refers to a large range of dynamic events. In this study, we typically refer to actions which are assigned verbs in the natural language. More specifically, we are
focusing on actions that can be visually identified from a “not too long” sequence of movements, visual state changes or a particular configuration of objects and their parts. We denote those actions: elementary actions. Examples of elementary actions are walking, taking, pushing, drinking, writing and the like. Examples for the non-elementary actions, which are not addressed directly in this study, would be buying, traveling, etc.

We further differentiate elementary actions between "transitive" and "intransitive" actions. Transitive actions are typically described by transitive verbs: point, touch, hold, etc.; they involve more than a single entity, usually the ‘actor’ who performs the action and the ‘recipient of the action’ – the direct object of the verb. Intransitive actions, described by intransitive verbs, such as: walking, running, jumping, involve only one entity – an agent performing the action, e.g.: a running man, jumping animal, falling stone, etc. In this study we focus mainly on the transitive actions, which are usually more difficult to model and recognize, but the tools and the methodology we develop readily apply to any type of elementary action. Moreover, intransitive actions, such as in the examples above, are characterized by movement and therefore temporal information (a short video sequence) is required in order to recognize them. In contrast, the transitive actions are more characterized by the pose of the actor, the tool she/he is holding, and the presence of the action recipient, and thus in many cases such actions can be readily identified by human observers from only a single image [Karlinsky et al., 2010b].

In this study we focus on action recognition based on more complete "interpretation" of objects and their parts, rather than just labeling the image as containing or not containing an action. We argue that to reliably recognize most transitive elementary actions, one has to first to detect not only the objects involved, but also their relevant parts and agent-to-object relations in space and in time. We denote by the term "image interpretation" the result of the process of object, part and relation detection. Examples of interpretation of frames of action sequences are shown in Figure 1c, 1d.

**Methods for image interpretation**

In the course of this study, we have therefore developed a number of useful tools for image interpretation. These tools are briefly described in the list below and are described in detail in the Papers section and in Appendix A.

1. **Unsupervised Consistency Amplification (UCA)** - an iterative unsupervised learning approach described in [Karlinsky et al., 2008a]. A motivating observation is that as the objects we want to classify become more complex, such as in the transition from rigid objects to articulated objects and to actions, the amount of supervision which can be obtained for these objects becomes more and more scarce, as the cost of human annotation (a.k.a. supervision) grows considerably due to the complexity increase. Moreover, even when supervision is supplied, it usually labels the entire configuration rather than the important components. For example, a usual practice is giving what is called ‘weak supervision’ to the visual learning system, in which the system knows that an image or a video contains an object of interest, but is left oblivious to the object location, pose or (in case of actions) temporal extent and composition. The UCA is therefore a learning methodology that can be used under unsupervised or insufficient supervision conditions. The method is capable of learning effective rigid object detectors from an unsupervised training set - unordered list of
images without object presence and location labels (meaning that the set has both images with and without objects of interest and the objects may appear anywhere on the image). The method can also be applied to multi-class or multi-subclass settings by extracting the classes of interest one by one. In terms of its applications to action recognition, UCA was shown to be capable of successful unsupervised learning of different hand poses (as sub-classes of the hand object), and also developed into a useful face detection and recognition tool [Karlinsky et al., 2008b]. We also believe that in the future UCA can also be used for unsupervised learning of objects that people interact with during actions, thus complementing the image interpretations with the ability to recognize the tools and the recipients of actions in the scene. Figure 2 graphically illustrates the UCA approach.

Figure 2: (a) Schematic diagram of the UCA algorithm. The G-phase and the A-phase refer to specific parts of the algorithm, corresponding to unsupervised star model learning (to identify most consistent image sub-configurations) and to semantic feature learning respectively. These phases are iterated to improve the final result; (b) Example results of unsupervised object and part localization on two datasets (UIUC cars, flamingo). The yellow star is the detected model center location (see paper), color coded rectangles are examples of detected object parts (for each object several out of about 150 modeled parts are shown).

2. Unsupervised Feature Optimization (UFO) – unsupervised bottom-up feature selection, parameter optimization, and parts sub-configuration learning approach
described in [Karlinsky et al., 2009]. The UFO is an unsupervised learning approach, and thus shares with UCA the applications to image interpretation in the service of action recognition. In addition, UFO is a general method for unsupervised object-specific feature selection, as opposed to more common non-object specific feature quantization techniques employed by most existing classification schemes for generating feature codebooks. In this sense it is also a useful tool that can be used in conjunction with existing classification techniques in order to improve their performance. In addition, UFO performs feature parameter optimization jointly with the feature selection. Optimizing the parameters of the features, such as detection thresholds or pairwise offsets, is an important aspect of feature selection. Separating parameter optimization from the feature selection (as in many contemporary object recognition systems) may reduce the system performance. We can view the UFO as a bottom-up unsupervised learning approach. It composes category models out of small features, as opposed to a more standard top-down approach which is fitting some model to the data, e.g., as was done in UCA. Figure 3 illustrates the UFO approach.

Figure 3: An example of the application of the UFO method to cougar class from Caltech-101.

3. The chains model – non-parametric model for detecting highly non-rigid and flexible object parts, such as detecting human hands, elbows or horse hooves, described in [Karlinsky et al., 2010a]. The same model was shown to be capable of complete object detection and of salient contour detection. As was shown in the paper, the method can generalize between different people and backgrounds and is capable of accurate detection without using any color or motion information. The core idea of the method is that parts that are difficult to detect on their own, become more easily detectable when considered in a context of surrounding parts. In the method, the context is used through an ensemble of feature chains that connect the easily detectable parts (such as the face) and the hard to detect flexible parts (such as the
Both the easy to detect parts and the chain features form the context are necessary to detect the flexible parts. The approach comes with a simple and efficient method to perform inference over the ensemble of possible feature chains. Figure 4 illustrates the method. Currently, our approach requires prior existence of the source part detectors (such as the face detector). In practice, these source part detectors can be discovered automatically by applying the unsupervised learning techniques, such as UCA or UFO. In fact, we have also shown that the chains model may work even without the existence of the source part and can be used as the source part detector itself [Karlinsky et al., 2010b].

Figure 4: Illustration of the chains method. For details please see paper (Appendix D). (a) Chains model applied for part detection. The unobserved variable \( L^h \) is the location of the target part (e.g. hand). \( L^f = \ell^f \) is the observed location of the reference part (e.g. face) in image \( I_N \). The edges symbolize the chains ‘feature graph’ constructed over the set of observed features \( F^j = f^j \). Unobserved variables \( T \) and \( M \) (affecting all the nodes) select a simple path \( T \) (red) of length \( M \) on the graph. Features not on this path are generated from their respective ‘world’ distributions. During inference we marginalize over \( T \) and \( M \), summing over paths on the graph going from the reference part to each candidate location of the target part. (b) Chains model applied for full object detection as an extended star model. (c) Star model. Unobserved binary variables \( A^j \) (one per feature), control whether the feature is generated with respect to the star center or from its ‘world’ distribution.

4. Human body parts interpretation technique – a variant of the articulated model for human body interpretation that employs perceptual grouping and local contextual segmentation techniques for detecting body parts, such as the face, torso and upper and lower arms. It is described in Appendix A. Figure 5 briefly illustrates the steps of the algorithm. An interesting extension of the proposed technique is to connect it to the chains model for the deformable parts detection. This can be achieved in two ways. The simpler way is to filter the generated limb interpretation hypotheses using hands/joints that can be efficiently detected by the chains model. The more interesting way is to use the limb hypotheses, generated either through perceptual grouping or through a local segmentation techniques, as features or parts involved in the chains model inference. Both these extensions might be interesting topics for future research in the direction of human body interpretation.
Methods for action recognition and analysis

In the course of this study we have developed two approaches for static and dynamic transitive action recognition. The static and dynamic approaches are described in detail in [Karlinsky et al., 2010b] and in Appendix B respectively and are briefly summarized below.

1. **An approach for identifying similar transitive actions in single images** – described in [Karlinsky et al., 2010b]. The key idea is to use body anchored features, made available by accurate human body parts detection, in order to distinguish between similar actions given only a single image depicting the action. The ability to accurately detect the relevant parts is paramount in the presented approach. During training, this allows the automatic discovery and construction of implicit non-parametric models for different important aspects of the actions, such as relevant objects, types of grasping, and hand-object and body part configurations. During testing, this allows the approach to extract distinctive features specifically from restricted image regions that contain the relevant information for recognizing the action. As a result, we eliminate the need to have a priori models for relevant objects, and become capable of learning from action labels only, without labeling of the body parts and relevant objects. Figure 6 illustrates the similar static transitive action
recognition task and the proposed approach.

Figure 6: (a) Examples of similar transitive actions identifiable by humans from single images (brushing teeth, talking on a cell phone and wearing glasses). (b) Illustration of a single run of the proposed two-stage approach. In the first stage the parts are detected in the face→hand→elbow order. In the second stage we apply both action learning and action recognition using the configuration of the detected parts and the features anchored to the hand region; the bar graph on the right shows relative log-posterior estimates for the different actions. (c) Graphical representation (in plate notation) of the proposed probabilistic model for action recognition (see section 2.2 in the paper for details).

2. Dynamic action recognition through full human body interpretation – the approach is summarized in Appendix B. The key idea is to detect the body parts first and then to detect the “seeds” for the action events as changes in the background appearing following a visit from the relevant body part (e.g. hand in a pick-up/drop-off action). These seeds are then propagated in time using tracking to detect both the action and the relevant object involved in it. Prior body parts interpretation allows to both recognize changes occurring following an activity of the relevant body parts and to disregard changes due to motion of the irrelevant body parts. Figure 7 shows several example frames from the automatically detected “pick-up” and subsequent “drop-off” events (no erroneous events where detected in tested video).
Literature review – action recognition & human body interpretation

In this section we will focus on the literature related to action recognition and human body interpretation. The review of the literature that concerns with unsupervised learning and face detection can be found in the respective papers provided in the Papers section.

Extensive literature review on recent advances in action recognition can be found in [Kruger et al., 2007] and in [Karlinsky et al., 2010b]. Their taxonomy of action recognition approaches is shown in Figure 8.

Our approach fits the "based on body parts" cell of this taxonomy. According to the survey, most other approaches that fit that cell can be categorized as follows. Approaches based on interpreting silhouettes obtained by a change detection mechanism. The 3D-model based body tracking approaches, where the recognition of (usually periodic) action is used as a loop-back to support pose estimation. Approaches based on motion capture systems. In contrast, in this study we approach the human (and object) parts detection problem independently of the action, in single images (without using change detection masks) and by a purely vision based techniques. In that sense, our approach is more related to the literature focusing purely on human body interpretation without concerning with action recognition, such as: pictorial structure based [Felzenszwalb & Huttenlocher, 2005; Ramanan, 2006; Ferrari et al., 2008; Buehler et al., 2008; Andriluka et al., 2009; Kumar et al., 2009], classifying segments to body parts [Mori et al., 2004], or performing a search in complex multi-dimensional parameter space of a very detailed human model [Balan et al., 2007].

Focusing on capability of detecting human body parts in still images requires our approach not to rely too strongly on temporal information comprising an important
backbone of many state-of-the-art methods. In [Ramanan et al., 2005] distinctive whole body poses are detected by rigid models and connected by tracking. Both [Sigal et al., 2004] and [Sigal and Black, 2006] employ tracking body parts via a spatio-temporal probabilistic model, but require manual initialization and background subtraction (being usually the prerogative of methods relying on temporal information). Finally, [Ferrari et al., 2008] and [Buehler et al., 2008] build upon the ideas of [Ramanan et al., 2005], [Ramanan, 2006] and [Sigal and Black, 2006] to form a fully automatic body parts detector and tracker in movies (again strongly relying on temporal information).

The human body can be roughly approximated by an articulated 3D model of connected cylinders. However, this approach has several drawbacks including difficulty of handling loose clothing and a large space of unknown parameters to estimate. To reduce the set of estimated parameters, it is a more common practice to use an articulated 2D model of the human body, comprised of a set of connected rectangles [Felzenszwalb & Huttenlocher, 2005; Ramanan, 2006; Ferrari et al., 2008; Buehler et al., 2008; Andriluka et al., 2009; Kumar et al., 2009]. One of the common problems of the 2D approach is with handling some of the body deformations that cannot be explained by 2D motion of the parts, such as foreshortening of the limbs during out-of-plane rotations. The human body interpretation approach proposed in Appendix A addresses this problem by explicitly allowing foreshortening of limbs inside the 2D articulated model. In addition, the chains model (described in [Karlinsky et al., 2010a]) does not require the human body deformation to be explainable by any 2D, 3D or any other parametric model, instead the observed deformation should contain feature chains that were partially observed during training.

**Methodology**

In this section we will discuss several aspects of the proposed methodology, namely: sequential modeling for the task of body parts interpretation and action recognition and interpretation. This methodology underlies all the published and unpublished results derived in this study that are presented in the Papers section and in the Appendices A and B.

As shown in [Karlinsky et al., 2010b], standard classification methods are insufficient for the task of ‘visual verb phrase’ recognition. Instead we perform a sequence of several stages, which are useful for recognizing many different actions. The first step is body interpretation which includes detecting the people in the image, including their (relevant) body parts. For the case of dynamic images (a sequence of several consecutive movie frames), we also detect the objects participating in the action, including the detection of dynamic events, particularly related to the interaction of the hands and these objects. For the case of single (static) images, we detect the appropriate body configuration, and grasping type, or apply simple non-parametric models conditioned on the results of body parts interpretation (and hence using body anchored features) in order to recognize the action. We briefly describe below these stages and how they are put together for action recognition. We also discuss briefly the general notion of sequential interpretation.

The problem of detecting human body parts in still images is a difficult one and was not yet fully solved. Quoting [Mori et al., 2004], "the problem of recovering human
body configurations in a general setting is arguably the most difficult recognition problem in computer vision". In this report we propose two approaches (Karlinsky et al., 2010a and Appendix A) to human body parts detection. Both approaches sequentially apply models for the source part (such as the face) and expand their detections to localize other parts (such as hands or limbs). The sequentiality is a key aspect of our approach as it allows using arbitrarily complex models for part connections as well as for the part detection itself. For instance, as is explained in more detail in Appendix A, we may use local "contextual" segmentation to detect amorphous parts such as torso and limbs, or represent part-to-part transitions using feature chains partially observed during training and efficiently recognized during testing [Karlinsky et al., 2010a]. In addition, sequential inference becomes necessary when modeling actions involving objects (e.g. transitive actions). Since the same action, like "picking up" may be performed with many types of objects, relevant objects cannot be modeled or identified a-priori, but only sequentially after the necessary parts of the person (such as a hand) have been detected.

Our approach for human body parts detection is summarized in figure 9 and figure 10 provides some taste of the obtained results. The details of the human body interpretation approaches are given in the Papers section and in Appendix A. In Karlinsky et al., 2010b] and in Appendix B we propose the ways by which a successful human body interpretation might be used to do action recognition, describing both the proposed action recognition algorithms and their obtained results.

Figure 9: The schematic illustration of the sequential approach for body parts detection. Some parts, such as face and hands are detected first, using a separate inference step, such as face detection by applying UCA or hand detection by applying the chains model [Karlinsky et al., 2010a]. The other, more ambiguous parts, such as arms and legs, are then detected with respect to the found locations of the separately detected parts (Appendix A). The same scheme then extends to the detection of action-related objects and actions themselves in the context of the detected body parts ([Karlinsky et al., 2010b] and Appendix B).
Papers

This section summarizes the research papers published in the course of this study and provides additional results not appearing in the papers (where applicable).

Unsupervised Classification and Part Localization by Consistency Amplification (UCA)

( Attached paper [Karlinsky et al., 2008a] )

The UCA algorithm can be applied for hand and hand pose detection. The hand is considered as a rigid object, with different hand poses as sub-classes of that object. This approach requires going over different orientations and scales to detect the hand (the UCA is only translation invariant). Figure 11 shows its performance on a hand detection task in a test dataset, and figure 12 shows its performance on the hand pose estimation task.
Figure 11: On the left examples of the hand images in the dataset, on the right ROC for the hand-vs-background classification task against Google backgrounds.

<table>
<thead>
<tr>
<th></th>
<th>Fist</th>
<th>Open</th>
<th>Snake</th>
<th>V</th>
<th>Five</th>
<th>Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fist</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Open</td>
<td>0.2</td>
<td>0.8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Snake</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>V</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Five</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Point</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 12: Confusion matrix for hand pose estimation task distinguishing between 6 different poses. The example poses are shown in figure 11 (on the left).
Combined model for detecting, localizing, interpreting and recognizing faces

(Attached paper [Karlinsky et al., 2008b])

Figure 13: Demonstrates the face detection & recognition results. (a) Shows some detection examples on two datasets, one collected by us (red box), and the MIT-CMU dataset (green box); (b) Shows some detection + recognition examples on a single person recognition task (see paper for more details).
Unsupervised Feature Optimization (UFO): simultaneous selection of multiple features with their detection parameters
(Attached paper [Karlinsky et al., 2009])

Figure 14 demonstrates that UFO can also be used for extracting the features of a foreground object in an image. In the corresponding experiment, the initial feature pool was comprised of the SIFT descriptors for 20x20 patches around all the Canny edge points in the image. Figure 14c shows some of the feature clusters obtained by the UFO when selecting and optimizing features from this pool.

The chains model for detecting parts by their context
(Attached paper [Karlinsky et al., 2010a])

Figure 15 shows additional results of chains model for object detection (no source part) applied to the task of detecting large (40x40 pixel) hands. Figure 16 shows an illustration of the temporal chains model for dynamic object detection.
Figure 15: Additional results on the task of large (40x40 pixels) hands detection using the chains model for object detection (without using the source part). Taken from an ongoing project with (lead by) Danny Harari and Nimrod Dorfman. (a) Precision-Recall on hand vs. background classification task; (b) ROC, EER=0.05; (c) Detection examples, the maxima are numbered from highest to lowest and the heat-map on top of the image shows the detection probability mask (red=high).

Figure 16: chains for temporal object detection (taken from ongoing project with (lead by) Danny Harari). The figure shows a spatio-temporal chains model “feature graph” for car detection overlayed on three consecutive frames of the test sequence.

Identifying similar transitive actions in single images
(Attached paper [Karlinsky et al., 2010b])

In addition to the static action datasets used in the experiments described in the paper, we have collected one more dataset containing 12 people performing 4 actions, two kinds of ‘drinking’ (with transparent and opaque glasses) and two kinds of ‘talking on the phone’ (with regular and cellular phones). Three sequences of each action were used to train the hand detector (sequences of different triplet of people were taken for each action), and the remaining 9 sequences (of each action) were used to test the action recognition. Thus, for this dataset, the static action recognition was tested on frames from 36 sequences of 12 people, each sequence consisting of approximately 400 frames (the method was applied on each frame separately in a ‘person leave-one-out’ fashion described in the [Karlinsky et al., 2010b] paper). The obtained average
Accuracy was 91±10%. In addition, the set of body anchored features used in the approach can be either all the features surrounding the detected hand location, or a refined subset of features detected as more informative to the classification task. In our case, we have experimented with a simple likelihood ratio based feature selection criterion, in which top scoring features according to the ratio $P(f_i^m, A = a, o_i^b, o_i^c) / P(f_i^m, A \neq a, o_i^b, o_i^c)$ where chosen from each training image $I_n$ (see paper for notations and the details of the empirical probability computation). Following the feature selection the average accuracy of the method has improved to 97.5±5%. Figure 17 provides a comparison with the state-of-the-art method for object detection of [Felzenszwalb et al., 2008] that is trained by using images displaying different actions as images having different object labels.

**Discussion - Sequential inference and sequential modeling**

As noted above, action recognition requires the recognition of multiple parts and their relationships. In this section we describe how the interpretation process can be naturally divided into a sequence of more elementary problems.

Consider an example distribution:

$$P(X_1, X_2, X_3, X_4, X_5) = P(X_1, X_2, X_3) \cdot P(X_4, X_5 | X_1, X_2, X_3)$$

A standard inference question is computing the MAP – Maximum A-Posteriori assignment to the variables $X_j$: $\arg \max_{X_1, X_2, X_3, X_4, X_5} P(X_1, X_2, X_3, X_4, X_5)$ . However, in many cases, especially when dependencies between variables form undirected loops in the graphical representation of the distribution by the Bayesian Network (BN), this inference task is very difficult. A **sequential** approach to inference would be to...
decompose the distribution to two or several parts and solve the inference problem sequentially, each time assuming that the results so far are fixed:

\[
\hat{X} = \arg \max P(X_1, X_2, X_3) \approx \begin{cases} 
\arg \max P(X_1, X_2, X_3) \\
\arg \max P(X_4, X_5 | \hat{X}) 
\end{cases}
\]

The intuition behind this kind of approach, especially applied to the problem of human body parts detection is that some parts are both significant and identifiable by themselves even without the context of human body. For instance, as illustrated in figure 18a, the hands, the boots and the face, although out of context, still appear as they are to the human observer and are not considered as noise. In contrast, some parts of the human body, like limbs or torso, are not only hard to detect without the context of the face and / or other separately detectable parts, but also can not be identified on their own by a human observer when seen out of this context (as illustrated in figure 18b).

![Figure 18: (a) Some parts of the human body are identified by human observers even without context (blue boxes); (b) Some other parts need context to be identified, and their structure may be too complex to be defined by a simple distribution.](image)

In addition to computation speed-up provided by the sequential approach, in some cases the model distribution itself is "effectively un-computable" without applying it. To illustrate this point, consider a simple model with two hidden variables: Face and Body, each representing the data we want to extract about the respective body parts, like image location, outline and etc. In the most general case, the model is defined as:

\[
P(\text{Face, Body} | \text{Image}) = P(\text{Face} | f_1(\text{Image})) \cdot P(\text{Body} | f_2(\text{Face, Image}))
\]

where \(f_1\) and \(f_2\) are two functions representing the computations necessary for extracting all the desired information about the Face and the Body respectively. Since the Image is an observed variable, \(P(\text{Face} | f_1(\text{Image}))\) takes a classical form of feature based computation. The \(f_i(\text{Image})\) are the features with respect to which
the distribution of the \emph{Face} is defined. However, if the function \( f_2(\text{Face}, \text{Image}) \) is too complex, such as in the case that the \emph{Body} is defined as an output of a segmentation process applied in a region below the detected face, it is effectively impossible to compute \( f_2 \) for every possible \emph{Face} value (such as required by standard message passing techniques, e.g. BP). Hence the only possible inference for this type of model is the sequential one.

\textbf{Summary}

Action recognition deals with image examples which often have some common ‘semantic’ aspects, but are usually highly variable. This variability is so large that simple classification, which relies on similar arrangements of common parts, is insufficient. This was empirically validated in [Karlinsky et al., 2010b], where we have shown that a state-of-the-art object detection schemes perform poorly on the task of distinguishing between similar static transitive actions like phone talking, drinking from a cup, etc. Before we proceed to action recognition, we therefore need to achieve a full interpretation of relevant body parts, relevant objects, and their relations. In our sequential approach, we propose to start with a set of independently recognizable configurations of features and parts, and then expand the interpretation to other configurations, relevant objects and events. We do the expansion either by directly applying inference on a pre-computed set of possibilities or by intermediate steps of guided image processing. Using the sequential approach enables the action recognition scheme to obtain a high level semantic generalization. For example, seeing an action performed by one hand we can immediately generalize to performing the action using the other hand (e.g. using body anchored features from [Karlinsky et al., 2010b]), although visually the two ways to perform the action are very dissimilar.

The chains model developed in [Karlinsky et al., 2010a] can be extended to provide a framework for the sequential approach. Currently the chains model uses sequences of observed features (small probabilistically detectable elements of the internal context of the object) to connect known parts of the object to the parts being detected. As indicated in [Karlinsky et al., 2010a], the future versions of the same model may include: (1) unobserved variables along the chains indicating ‘helper’ parts that will allow sharing of training information between partially similar feature chains; (2) a hierarchy of chains that will represent an increasingly general concepts as we go up in the hierarchy, e.g. small rectangular image patch features \(\rightarrow\) rigid sub-parts (e.g. lower arm, upper arm) \(\rightarrow\) deformable parts (e.g. an arm) \(\rightarrow\) deformable object (e.g. a person) or a static action (configuration of parts and relevant objects [Karlinsky et al., 2010b]) \(\rightarrow\) a scene or a group of objects and actions comprising the image (e.g. an office scene); (3) dynamic chains that link a temporal sequence of images and dynamical events (that can again be organized in a hierarchy of increasingly general action or activity related concepts). The proposed extensions provide a principled way of implementing a sequential approach based scheme and integrating the different semantic levels of object, scene, action and activity interpretation within a single unified framework.

In the course of this work several useful learning and interpretation tools were developed. Those include algorithms for top-down (UCA) and bottom-up (UFO) unsupervised learning and feature parameter optimization, the chains model for non-parametric detection of highly deformable parts of non-rigid objects (such as a human
hand), and a novel variant of the human full body interpretation algorithm. We have also shown that these tools provide the interpretation basis necessary for subsequent successful static and dynamic action recognition. We believe that many exciting future object and action recognition applications may benefit from using these tools. Figure 19 schematically illustrates (by example) a sequential scheme in which all the developed tools may be integrated in order to form a sequential scheme for weakly supervised action learning and recognition including the automatic identification of objects and parts relevant for the action.

- **Learning**

- **Inference**

![Diagram](image)

Figure 19: an illustration by example (cricket) outlining a weakly supervised sequential action learning and recognition scheme that uses the different approaches developed in the course of this study. The input to the computation does not provide any details regarding the features / objects / events that are important to the action, and hence sequential training steps are applied to discover them automatically. At each training stage the results of the learning (red boxes) are obtained using the results of the previous stage (blue boxes). Using previous stage results also restricts the candidate search space (cyan boxes) in which we need to look for the objects and parts that are relevant for the current stage. At the first two stages the face and the hand are detected, using the UCA based (for faces) and chains model based schemes (for hands or faces). Subsequently, two successive unsupervised learning stages are applied to detect the tool (cricket bat) and the action recipient (the ball) categories using the developed unsupervised learning techniques UCA and UFO. During inference the sequential approach can be implemented by using the chains model based framework described in the text above.

In addition, several ongoing research projects suggest that the chains model is not only a useful tool for both deformable parts and objects recognition, but can also be applied for salient contour detection and dynamic object recognition (recognition of objects in a temporal sequence of video frames). The chains model inference algorithm involves two simple computations: finding approximate nearest neighbors and a few matrix multiplications. These simple computations are sufficient to perform a range of complex visual tasks indicated above. It is plausible that these computations may also be implemented in the brain. This suggests that another interesting future research direction regarding the chains model may be to look for its neural correlates.
References


**Statement about independent collaboration**

I hereby declare that I was a major or equal contributor to all the papers cited in the Papers section, namely [Kalrinsky et al., 2008a], [Kalrinsky et al., 2008b], [Kalrinsky et al., 2009], [Kalrinsky et al., 2010a], [Kalrinsky et al., 2010b].
Appendix A: human body parts interpretation using a cardboard model and local contextual segmentation

Body Parts detection algorithm

1. **Face detection** – the first step is to extract candidate regions for a face in the image. To this end one might use any of the self face detector, for instance we use Viola & Jones (V&J) face detector [Viola & Jones, 2001] (because of its high speed and need to process large amounts of video data). Since it is necessary to detect the face reliably and under different viewing angles, we can also use the algorithm and methodology we developed in a companion project dealing with unsupervised classification. The name of the project is Unsupervised Consistency Amplification (UCA) and its details are explained in Appendix A. Figure A.1a gives an example of V&J output.

2. **Face detection filtering and completion** – since V&J detections tend to be noisy and miss some of the faces in some of the frames (especially when dealing with small faces) a filtering and completion step is necessary to get rid of the misdetections. We currently perform this filtering using temporal smoothness information by applying KLT tracking [Lucas & Kanade, 1981]. This is the only place in our current implementation that uses temporal information (other then this all processing is applied to individual frames). The usage of temporal information can (and will) be easily circumvented if a more reliable (albeit slower) face detector is used, and that's where UCA will come in near future. The filtering step is illustrated in figure A.1b.

3. **Refining filtered face detections, extracting scale** – even after the face detections are filtered and only the correct detections remain. The detection bounding boxes do not appear tight around the face region and provide only a very rough guess on the real scale of the face.

(a)       (c)       (b)
Since, in our sequential processing, we are very interested in the scale and accurate position of the face (as it provides a strong prior for subsequent computations); we apply a process of Local "Contextual" Segmentation (LCS) that is explained in a sub-section below. The LCS is initialized with the ROI of the detection and produces accurate mask of the face region from which a scale estimate for the human figure is extracted. Example of LCS output is depicted in figure A.1c.

4. **Torso detection** – applying the sequential paradigm, following the face detection and refinement, the torso of the person is detected by an LCS process initialized in a region of size and location proposed by the face. The output of the LCS is an accurate estimate of the torso region. An illustration and output example of the body detection stage is given in figure A.2.

5. **Limb termination detection** – the next step in the sequential body parts detection process is detecting the limb terminations (hands, boots, etc.). The hands detection can be done either in the "weak sense" by computing skin color masks or in a "strong sense by applying either the chains method for hand detection or the UCA trained classifier for hand and hand pose detection. Example outputs of skin color based and the UCA based techniques are shown in figure A.3. Multiple examples of hand detection using the chains model can be found in [Karlinsky et al., 2010a]. The skin color models use both a skin prior from [Shor & Kiryati, 2001] and local skin color model computed from the face mask computed as above.
6. **Limb detection** – our current implementation has two options for limb detection, namely boundary based and LCS based, following the steps described above. An interesting topic for future research is unifying these two options into a single approach exploiting the benefits of both. The conceptual difference between the options is that boundary based option directly applies inference on a set of edge segments pre-computed once for the whole image, while the LCS based option has an intervening stage of additional ‘image processing’ (in this case LCS), applied prior to the inference (which could not be applied a-priori without guidance obtained from the output of the previous stages of the algorithm).
a. *Edge / Boundary based* option is detecting "trains" of parallel edge segment pairs, connecting the estimated joint locations on the torso and the detected hand (or boot) candidates. The relative scale of the limbs is known from scale estimates based on already detected parts, which greatly reduces the search space further exploiting the sequential paradigm. Following the extraction of these limb hypotheses based on parallel edge segments, hypothesis filtering is applied. In the simplest version this filtering is just sorting based on a product of several simple features, such as: joint distance, edge coverage of the hypothesis and visual appearance similarity between respective limbs (assuming symmetry, arms and their upper and lower parts should have similar texture, as well as legs). The appearance similarity is measured by computing the probability of composing one arm's appearance from the other and vice versa. The appearance distribution is modeled by Parzen windows a-parametric approach which is applied following quantization of the image colors to several bins (we use 100 bins) and computing a histogram of clusters over the respective image region:

\[
\log P(H_1 | H_2) \propto H_1' \cdot \log \left( \exp \left( -0.5 \cdot D^2 / \sigma^2 \right) \right) \cdot H_2
\]

where \( H_1 \) is a histogram of left arm part and \( H_2 \) is the histogram of the respective part on the right arm. The sample results of the edge/boundary based option is illustrated on figure A.4a.

b. *Local Contextual Segmentation based* option is applying the LCS processes to connect between the estimated joint locations on the torso and the detected limb termination candidates. The most basic implementation of this approach is assuming that the arm is composed from sleeve on one end and skin color on the other end, both giving reasonable estimates for the size and orientation of the respective upper and lower arm parts. Then LCS processes are initialized in the respective ROIs to do the connection. The sleeve is detected by expanding the torso mask with LCS assuming it has similar texture to that of the torso. Examples of applying the LCS based option are shown in figure A.4b.

Any probabilistic detection scheme may err in the ranking of its outputs. For example the correct detection may appear not being the most probable one according to the model (e.g. several of nice detections in examples proposed by [Mori et al., 2004] are not ranked first in their "short-list"). In such cases a nice observation, exploited both in [Ramanan, 2006] and in the UCA method [Karlinsky et al., 2008a], is that one may use the posterior of this ranking to learn additional information about objects and
parts being detected that may be used in subsequent application of the same method
(this time empowered by the additional information) to produce better result. Naturally, the better the posterior the better results may be expected. As our method has quite accurate results in many cases even without employing this technique (as illustrated above), it is reasonable to assume its posterior estimates will be quite accurate. Consequently, we feel that integrating these ideas into the method above can make it even more accurate.

Currently, the "limb detection by parallel segment hypotheses" option of the body part detection algorithm provides many possible limb hypotheses that need to be filtered to detect the correct ones. The proposed basic filtering method does not provide sufficiently robust results. Nevertheless, checking against manually labeled ground truth on 300 frames of one of the videos, 97% of the frames had a correct limb candidate option among the hypotheses. One possible way around this issue is using a classifier for filtering correct hypotheses from incorrect ones. Preliminary results with a 90 feature SVM classifier trained for this task show that <2% EER performance is possible and also show acceptable ranking of the hypotheses (the first is almost always the correct one). However, further tests and experiments are needed to properly investigate this point.

Local Contextual Segmentation (LCS)
As commented above, between successive stages in the sequential interpretation scheme there may be an intervening stage of guided image process strongly relying on the output of the previous stages. The LCS is an example of a useful process of this type. The LCS is an iterative local process performing foreground / background segmentation to compute a mask for the object or part of interest. The process of LCS and assumptions employed are explained below.

1. Assume a region of interest with a foreground object we wish to segment occupying the central area (but not necessarily entirely inside the original ROI), figure A.5a.
2. Hypothesize external and internal regions for the object of interest and approximate background and foreground distributions: (optimized) Parzen

Figure A.5: (a-d) Illustration of different LCS steps, red – current ROI, purple – foreground texture training set, blue – background texture training set; (e) Examples of LCS output for hand and hand-with-glass local segmentation.
window model of pixels / patches / general descriptors, figure A.5b. The Parzen distributions are computed over histograms of cluster similarity computed for the respective ROIs. The clusters themselves are pre-computed from one or several frames of the video using k-means clustering.

3. Apply the graph-cut segmentation [Boykov et al., 2001] with association term provided by the likelihood to be generated by either of the distributions and edges weighted by the gradient strength, figure A.5c.

4. Iterate the process, figure A.5d.

**Appendix B: Using body interpretation for dynamic action recognition**

After the body parts have been detected, we can use them to extend the interpretation to objects that the person interacts with. For example, we would like to detect some basic ‘events’, such as whether the hand holds some object or not, or whether an object was added/deleted in a region visited by the hand. These types of hand-object interaction events can be seen as basic building blocks for many different types of actions. In this case we use temporal information. Below is a description of the algorithm we use in order to (sequentially) identify dynamic hand-object interaction events in a video. The algorithm is fairly simple due to the constraints imposed by already detected body parts.

**Algorithm outline:**
- Apply the body parts detection algorithm (described in Appendix A) to detect body parts masks in every frame.
- Break the frame into cells of fixed size (they may be overlapping). We use 40x40 size cells.
- For each cell record its state (pixels / descriptor) before being visited by the hand and after it left.
- Detect changes by adaptive differencing (ignore changes due to other body parts). The difference of two cells $C_1$ and $C_2$ is computed as: $|C_1 - C_2| > t_1 \cdot STD_{noise}$ where the noise model $STD_{noise}$ is computed by an iterative process performing $n$ iterations of throwing away (from the computation) pixels with $|C_1 - C_2| > t_2 \cdot STD(|C_1 - C_2|)$. The parameters $n$, $t_1$ and $t_2$ are all set to 5 in our experiments.
- Track change masks to verify proper hand contact and provide improved annotation of the event that includes the relevant object mask in all frames of interest. We use “local segmentation tracker” that applies LCS process (described in Appendix A) initially on the detected change mask and later on every frame of interest when the initial appearance model and the ROI for the LCS is determined by the previous frame.

Sample results of the above approach for detecting object pick-up and drop-off actions are shown in figure 7.
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Abstract. We present a novel method for unsupervised classification, including the discovery of a new category and precise object and part localization. Given a set of unlabelled images, some of which contain an object of an unknown category, with unknown location and unknown size relative to the background, the method automatically identifies the images that contain the objects, localizes them and their parts, and reliably learns their appearance and geometry for subsequent classification. Current unsupervised methods construct classifiers based on a fixed set of initial features. Instead, we propose a new approach which iteratively extracts new features and re-learns the induced classifier, improving class vs. non-class separation at each iteration. We develop two main tools that allow this iterative combined search. The first is a novel star-like model capable of learning a geometric class representation in the unsupervised setting. The second is learning of “part specific features” that are optimized for parts detection, and which optimally combine different part appearances discovered in the training examples. These novel aspects lead to precise part localization and to improvement in overall classification performance compared with previous methods. We applied our method to multiple object classes from Caltech-101, UIUC and a sub-classification problem from PASCAL. The obtained results are comparable to state-of-the-art supervised classification techniques and superior to state-of-the-art unsupervised approaches previously applied to the same image sets.

1 Introduction

The goal of this paper is unsupervised classification, including discovery of a new category, learning a model of geometric arrangement of object parts and their appearance, and obtaining object and part localization, from a set of unlabelled images, which contains non-class images mixed with some unknown (usually small) percent of class images. The class instances may be uncropped, unaligned and of small size relative to the background.

The problem of unsupervised object classification has gained considerable recent interest [1–12], however, this task is still far from being completely solved. In this study we present a novel methodology to approach the problem. A common approach is to start from some limited, manageable set of initial features
Fig. 1. Illustration of the feature re-extraction approach. (a) In the initial feature space (x-y) it is difficult to separate class (blue crosses) and non class (green circles) examples. In this feature space, the best separating hyperplane (which the unsupervised classification seeks to determine) is marked by the dashed line. Instead, our method identifies a subset of sure class examples separated from the rest (red solid line). (b) Using these examples, the method extracts a new feature set (z-w), in which a larger set of class examples can be identified. The process then continues iteratively. Each iteration uses new features, rather than previous features (or their combinations).

$\mathcal{F}$, for example, a set of local descriptors extracted around image interest points or clusters extracted from such descriptors [1, 2, 11–16, 5–9]. The set of features can be optimized by selecting a subset of the most useful features $\mathcal{F}_1 \subset \mathcal{F}$, or sometimes combinations of features in $\mathcal{F}_1$ are used as new features [2, 8, 14]. However, there is no guarantee that the choice of initial features will in general be sufficient for complete separation. In contrast, we approach the problem as a combined iterative search for features and a classifier. We do not use the initial feature set to obtain the final class separation, but only for identifying a subset of sure class examples which can be reliably separated from the rest (Fig. 1a). This goal is achieved by unsupervised training of a classifier that combines both appearance and part-geometry information. The extracted class examples are used to guide the subsequent extraction of new features, which were not a part of the initial feature set. It is not a-priori clear that this iterative approach will continue to improve classification: if the intermediate classification results are partly incorrect, their use could lead the process astray and cause deteriorating performance. In this work, we demonstrate that in the proposed algorithm, the constructed features become more class-specific as the computation evolves, and the class vs. non-class separation continuously improves (Fig. 1b), reaching a final high level of performance even compared with recent supervised methods.

We develop two main tools that allow the iterative combined search. One is the incremental discovery of part specific features, which combine different part appearances discovered in the training examples. The other is a novel star-like class-geometry model of object parts, which differs from the similar past models [3–5, 15–17, 13] and which can be learned efficiently without supervision in very noisy conditions. These two aspects are described briefly below, and explained in more detail in Sections 2.1 and 2.2.
Feature learning: most unsupervised approaches [1, 2, 5–9, 11, 12], including ours, start from some generic set of features $F$. During learning, when a particular class is considered, the approaches select a subset $F_1 \subseteq F$ of so-called Class Specific Features (CSF), which coincide better with the class compared with the background or other classes. In contrast, our method extracts and learns a new set of features, termed Part Specific Features (PSF). The PSFs are optimized to have higher detection scores at specific locations on the class objects, and at the same time to have lower scores at incorrect locations on the same objects and in non-object detections. Different part specific features have been used successfully in a number of supervised approaches, such as k-fan [17] and semantic hierarchy [18], and were shown to be useful for both object and part localization. Constructing such features in an unsupervised manner is challenging; our method is the first unsupervised method that learns and uses such features, resulting in improved object and part detection and localization.

Geometry learning: Past supervised and unsupervised classification methods can be categorized by their modeling of object geometry. In bag-of-feature methods [2, 9], geometry is ignored. Methods, such as [2, 8, 1, 14], extend the bag-of-feature approach by using feature combinations. In [3–5, 11, 13, 15–17] object geometry is modeled by the spatial distribution of each feature in the object reference frame. A geometric part model is useful for classification, but it is challenging to construct such a model in an unsupervised setting. Most previous unsupervised methods therefore do not use a full geometric model [2, 6–9, 11, 12]. Our method uses star-like geometry. It has several differences compared with similar past models. The method is not restricted by a small number of parts as in [3, 4], unlike [13, 15–17] it does not require any supervision, unlike [3, 5, 15, 11] it models distribution of feature locations on the background, unlike [5, 12] it does not rely on non-geometric pLSA [2] for internal supervision, and
unlike [10, 6, 7], it is not based on prior image segmentation. These differences are explained in more detail in Sections 2 and 2.1.

In terms of class vs. background classification performance, our method outperforms the state-of-the-art unsupervised methods [2, 5, 7, 10–12] on 18 classes from the Caltech 101, Weizmann horses and UIUC cars datasets. Surprisingly, the method is also comparable in performance to existing state-of-the-art supervised (and weakly supervised) methods applied to the same datasets. We further demonstrate how our method can be used to separate different object views on the cars class from the PASCAL challenge 2007 dataset. As the method achieves precise object and part localization, it provides a basis for top-down segmentation, as illustrated in supplementary material.

The rest of the paper is organized as follows. Section 2 presents an overview followed by a detailed description of each of the method stages. Section 3 presents results obtained on various datasets, together with an analysis and comparison with previously reported results. Conclusions are discussed in Section 4.

2 The Consistency Amplification Method

Our approach alternates between model learning and data partitioning. Given an image set \( S \), an initial model (learned using initial features) is used to induce an initial partitioning by identifying highly likely class members. The initial partitioning is then used to improve both the appearance and geometrical aspects of the model, and the process is iterated. In this manner the process exploits intermediate classification results at a given stage to guide the next stage. Each stage leads to an improved consistency between the detected features and the model, which is why the process is termed Unsupervised Consistency Amplification (UCA). Each UCA iteration consists of two phases of learning: the feature learning Appearance-phase (A-phase) followed by the part model learning Geometry-phase (G-phase), explained in detail in sections 2.2 and 2.1 respectively. The approach and the order of the phases are summarized in Fig. 2b.

**Initial Appearance-phase:** In all our experiments, we use a generic codebook of SIFT descriptors of \( 40 \times 40 \) patches for the initial (appearance) features. This codebook, denoted by \( F_0 \), is computed by a standard technique [19] from all the images in given set \( S \). The codebook descriptors are compared to the descriptors at all points of all the images in \( S \) and storing the points of maximal similarity (either one or several, see below) in each image.

**Geometry-phase:** The detection of parts using the generic features is usually noisy, due to detections in non-class images, and at some incorrect locations in the class images. The goal of the geometric part model learning is to distinguish between the correct and incorrect detections, based on consistent geometric relations between features. This is accomplished by the G-phase of the algorithm, which is also used for the selection of the most useful features and the automatic assignment of each of their detections in every image in \( S \) to either object or background model. In contrast with [3–5, 15, 11] that use uniform distribution of features on the background, we model the background by a distribution of the
same family as the class object distribution, which allows to prevent the spurious geometric background consistency from being accounted for by the learned class model. In our experiments we found that modeling the background distribution is better than assuming uniformity with mean performance gain of $12 \pm 7\%$ EER in the first iteration of the UCA that uses initial generic appearance features. The learned background model is then discarded after the learning and is not used for classifying new images. Thus, the model used in the G-phase is a mixture of two stars, one for object and the other for background. It is learned without supervision from all the images in $S$ using a novel graphical model formulation explained in detail in Section 2.1. After the geometric structure has been learned, a subset $H \subset S$ of images which contain class objects with high confidence is selected. In these images the object centers and parts are localized. Unlike [5, 12] that learn the geometric constraints using only a set of objects identified by the non-geometric pLSA [2], our method identifies and localizes objects, and learns their part geometry, jointly and explicitly from the entire data.

**Appearance-phase:** Each part-specific feature constructed in the A-phase represents an object part by extracting several typical appearance patches of the part, from different images. Part-patches can be extracted, because the locations of the parts in the images of the subset $H$ are already estimated from the previous G-phase. An optimal subset of these part patches is learned by a discriminative model described in section 2.2. The set of all part specific features extracted during the A-phase is denoted by $F$.

**Computing the output:** After the G-phase at each iteration, the learned model is applied to produce classification, as well as object and part localization results for either the given dataset or an unseen test set. This is done without introducing any supervision to the system. The way we apply the learned model to test images is described in detail in section 2.3.

### 2.1 The Geometry Phase

We first describe the G-phase model, and then explain how it is learned from the data. The main goal of the G-phase is to identify the most likely locations of objects and their parts in all images of the given set $S$ and to estimate a subset $H \subset S$ of images which contain class objects with high confidence. The G-phase models the data by a generative probabilistic graphical model depicted in Fig. 3a. Let the image set $S$ have $N$ unlabelled images: $S = \{I_1, I_2, \ldots, I_N\}$ and the current feature set $F$ consist of $M$ features: $F = \{F_1, F_2, \ldots, F_M\}$. In the G-phase of the first UCA iteration these features are a codebook of generic SIFT descriptors $F_0$, and in the following UCA iterations these are the learned PSFs. During the G-phase each feature is associated with an object part or the background. Denote the detected location of feature $F_m$ in image $I_n$ by $X_{nm}$ (the G-phase uses a single (maximal) detected location per feature in each image, see extension below.) The G-phase model independently generates observed samples:

$Data = \{ (F_m, I_n, X_{nm}) \mid 1 \leq n \leq N, 1 \leq m \leq M \}$

The probability of observing a specific image $Pr(I = I_n)$ is taken to be uniform. The overall observed data likelihood under the G-phase model can be written as:
\[
\Pr(\text{Data}) \propto \prod_{n=1}^{N} \prod_{m=1}^{M} \sum_{C^m_n = 1}^{2} \int \Pr(C^m_n | I_n) \Pr(F = F^m_n | C^m_n) \Pr(L^m_n | I_n, C^m_n) \Pr(L_F = X^m_n | F^m_n, C^m_n, L^m_n) dL^m_n
\] (1)

The meaning of the product inside the integral in eq. 1 is that each data sample \((F^m_n, I_n, X^m_n)\) observed in image \(I_n\) for the feature \(F^m_n\) is independently generated as follows. First, the latent discrete binary "class" variable \(C^m_n\) is drawn with probability \(\Pr(C^m_n = k | I_n) = \alpha^m_k\), independent of the feature \(F^m_n\). \(C^m_n = 1\) means that \(I_n\) contains a class object and \(F^m_n\) is generated from the class model. \(C^m_n = 2\) means that \(F^m_n\) is generated from the background model, because either \(I_n\) does not contain an object or \(F^m_n\) was not detected consistently with the class model. After learning, the value \(\alpha^m_k\) is the likelihood of class \(k\) (either object or background) in image \(I_n\). Next, the latent location variable \(L^m_n\) is drawn from a Gaussian distribution \(\Pr(L^m_n | I_n, C^m_n = k) = N(\mu^m_k, \Sigma^m_k)\). \(L^m_n\) represents the image position of the center of the star model (chosen by \(C^m_n\)), which generates the feature \(F^m_n\) in image \(I_n\). Note that for every feature detected in image \(I_n\) that has chosen the class \(k\), there is a separate variable \(L^m_n\), but all of these variables are generated from the same distribution specific to \(I_n\). Next, the observed feature variable \(F\) draws its value \(F^m_n\) from the distribution \(\Pr(F = F^m_n | C^m_n = k) = \beta^m_k\) which depends on the chosen class \(k\), but is independent of the image \(I_n\). After learning, the value \(\beta^m_k\) is the likelihood of feature \(F^m_n\) to be consistent with the geometric model of class \(k\). Finally, the observed feature location variable \(L_F\) draws its value \(X^m_n\) from a linear Gaussian distribution \(\Pr(L_F = X^m_n | F^m_n, C^m_n = k, L^m_n) = N(L^m_n + \rho^m_k, \Lambda^m_k)\). This distribution models the uncertainty of the offset \(\rho^m_k\) of the feature \(F^m_n\) from the \(L^m_n\) - center of the star model chosen by \(C^m_n\). It is specific to the feature \(F^m_n\) and the chosen class \(k\) and is independent of the specific image \(I_n\).

To summarize, the parameters of the model are \(\alpha\), \(\beta\), \(\mu\), \(\Sigma\), \(\rho\) and \(\Lambda\), all of them are learned by soft EM as described further below. A schematic drawing illustrating the data generation process and the meaning of the main model parameters is shown in Fig. 3b. The model uses a star-like geometry, but an important difference between the current model and past star model formulations is worth noting. In contrast with [17, 16, 15], that have a single reference point or k-fan per image, in our model there exists a separate reference point (center) random variable for each part, drawn, however, from the same distribution specific to the given image. This allows the features detected in the same image to be updated individually: features assigned to the class update the class star and features assigned to the background update the background star, both the assignments and the updates are soft. Although it may sound technical, it has fundamental importance, since, as we saw in our experiments, in different class images, different subsets of features are geometrically consistent with the object model. It is interesting to note that the transition from the standard star-model to our version is entirely analogous to the transition from Naive Bayes (NB) to pLSA. In the NB there is only a single class node generating the entire feature vector of an image, while in pLSA each feature has a separate topic node gener-
Fig. 3. The probabilistic models used by UCA. Shaded ellipses are observed variables, unfilled are hidden (latent). (a) Graphical representation of the G-phase generative model. (b) Generating the object and background. The object model illustrated in red, the background in green. Each generates centers, denoted by ★ (star) and features denoted by △ (triangle). The ellipses denote the uncertainty in position. $X_n^m$ denotes the detected location of feature $F_m$. Every feature $F_m$ detected on the object is generated using its own star center point $L_n^m$, but all these $L_n^m$ are generated from the same distribution $\mathcal{N}(\mu_n^1, \Sigma_n^1)$ specific to the image. As illustrated, the learned object distributions are tighter than the background distributions. (c) Graphical representation of the “Continuous Noisy OR” discriminative model.

Learning: The model is learned from the data using the soft EM algorithm. The EM update equations are provided in the supplementary material. As mentioned above, the data samples fitted by our model are of the form $(F_m, I_n, X_n^m)$. In order to incorporate the features’ detection scores into the learning process, we weight each sample by its score. Namely, the sample $(F_m, I_n, X_n^m)$ is weighted by $R_n^m$ - the similarity of $F_m$ with $I_n$ at location $X_n^m$. The parameters of the model: $\alpha$, $\beta$, $\mu$, $\rho$ and $\Lambda$, are initialized at random and EM is run until convergence. In order to have the object model learned with respect to $C_n^m = 1$, in all our experiments, we initialize $|\Sigma_1^n| << |\Sigma_2^n|$ for every $n$. During EM iterations, this initialization causes the object feature detections to tend to update the $C_n^m = 1$ model, since they usually appear in more tight and repeatable configurations (i.e. fit a star with smaller center uncertainty $\Sigma_1^n$ ). At the same time, background feature detections, that are usually loosely scattered all over the image, will tend to coincide with the $C_n^m = 2$ model. This method of the initialization of all the parameters (including $\Sigma$) was identical throughout all our experiments.

Identifying the set of high-likelihood images: After the EM converges, the value of $\alpha_n$ (the image probabilities to belong to the class) shows a strong separation between a subset of class images and all the non-class images, see figure
6a. As a result, by the end of G-phase it becomes possible to identify a subset of high-likelihood class candidate images $H$. In all our experiments, we marked an image $I_n$ as high likelihood class candidate if $\alpha_1^n > \eta \cdot \max_n(\alpha_1^n)$, where $\eta = 0.85$ was chosen empirically and used throughout all the experiments. Examples of objects automatically identified and localized by the G-phase of the first UCA iteration are shown in Fig. 6b. These are examples of the first G-phase output, obtained using the initial generic features. As can be seen, the localized object model centers appear at similar locations within the object in the different images. In the A-phase, these points are used to extract stacks of corresponding fragments, which are used to construct the part specific features - the CNOR part-detectors, as explained in the next section.

2.2 The Appearance Phase

In the G-phase we learned the position of each part relative to the object model center, and detected this center in the images belonging to $H$. We localize each part in these images by assuming it is located at the learned relative position $\rho^n_m$ from the center located at $\mu^n_1$. In the A-phase we learn for each part a detector trained to distinguish image patches in correct part locations from patches in incorrect ones. The detector is trained using the detected part locations as positive examples and all other locations on the images of $H$ as negative examples. The constructed part detectors form the new feature set $\mathcal{F}$ for the G-phase of subsequent UCA iteration. We next describe the novel probabilistic discriminative model used by the part detector, the Continuous Noisy OR (CNOR), and how this model is trained.

For each part $m$, corresponding to $F_m$ above, we extract a set of appearances in the following way. In each class candidate image $I_n \in H$, we take the 40x40 image patch at position $\mu^n_1 + \rho^n_m$, where $\mu^n_1$ is the location of the learned object center in $I_n$ and $\rho^n_m$ is the learned offset of part $m$ from the object center. The accumulated set of image patches is the candidate set of part appearances: $A_m = \{Z^n_1, \ldots, Z^n_T\}$. The next step is to select a subset of appearance representatives $R_m \subseteq A_m$, and learn to optimally combine their detection evidence in order to reliably detect the object part. Both tasks are achieved simultaneously by training the CNOR model, depicted in Fig.3c. Let $P$ be an arbitrary image patch taken from an arbitrary location $L$ in a new image. The binary variable $O^P$ is set to $O^P = 1$ iff $L$ and $P$ are the location and appearance of part $m$ respectively. The probability of $O^P$ is discriminatively modeled as:

$$\Pr(O^P|V; \Theta) = \sum_Y \Pr(O|Y) \cdot \prod_{t=1}^{T} \Pr(Y_t|V_t; \theta_t, R_m)$$

The $\Theta = \{R_m, \theta_1, \ldots, \theta_T\}$ are the learned parameters of the model. $V = \{V_t\}$, where $V_t$ is the output of a continuous SIFT similarity measure between $P$ and $Z_t \in A_m$. Note that we do not explicitly model $\Pr(V)$, which can be a complex distribution. $Y = \{Y_t\}$, where $Y_t$ is a latent binary variable representing the detection of appearance $Z_t$ with:
Pr(Y_t = 1|V_t; \theta_t, R_m) = \begin{cases} 
\frac{1}{1+e^{-\alpha_t(V_t - \tau_t)}} & Z_t \in R_m \\
0 & Z_t \in A_m \setminus R_m 
\end{cases} 
(3)

Here \( \theta_t = \{\tau_t, \alpha_t\} \) are the parameters of the sigmoid in 3. \( Y_t = 1 \) becomes likely if patch \( P \) exceeds a similarity threshold \( \tau_t \) with the representative patch \( Z_t \in R_m \), with \( \alpha_t \) representing the uncertainty of \( \tau_t \). If \( Z_t \in A_m \setminus R_m \) (meaning \( Z_t \) is not a chosen representative) then \( V_t \) and \( Y_t \) have no effect on \( \Pr(O^P|V; \Theta) \). Finally, \( \Pr(O^P|Y) \) is a deterministic "or" of \( Y \):

\[
\Pr(O^P = 1|Y) = \begin{cases} 
1 & \exists t. Y_t = 1 \\
0 & \text{otherwise}
\end{cases} 
(4)

The entire model can intuitively be described as follows: the part is detected (\( O^P = 1 \)) whenever \( P \) is "sufficiently" similar to at least one of the part \( m \)'s representative patches in \( R_m \).

To learn the model parameters, a training set of image patches \( E \) is constructed by taking all \( 40 \times 40 \) image patches (on a fixed step grid) from all the images in the current class candidate set \( H \). For each patch \( P \in E \) the observed data vector is constructed as: \( D^P = \langle V^P, O^P \rangle \) where \( V^P = \{V_t^P\} \) is computed by measuring similarity between \( P \) and \( A_m \) patches and \( O^P = 1 \) iff \( P \in A_m \) (and \( O^P = 0 \) otherwise). Finally the training data for the CNOR model of part \( m \) is: \( D = \{D^P|P \in E\} \). By treating the correct part appearances (\( A_m \)) as positive examples and all other appearances (either other parts of the object or back-
ground patches) as negative examples, the object part detector is trained for correct localization of the part. To limit the number of representatives, the learning objective is to find the Minimum Description Length (MDL) parameters $\Theta$, in other words, to find $\Theta$ that maximize a combined score of the model complexity (number of representatives) and model performance (data likelihood). We solve this learning problem using the Structural EM (SEM) algorithm optimizing the Bayesian Information Criterion (BIC) score [20]:

$$BIC = \sum_{P \in E} \log(Pr(O^P|V^P; \Theta)) - \frac{\log T}{2} \cdot |R_m|$$  \hspace{1cm} (5)$$

The SEM algorithm iterates between two stages. The first stage is, given a set of representatives $R_m$, to find the optimal values for the $\{\theta_t\}$ parameters. This stage is solved using the EM algorithm. It is computed efficiently, since in our model each EM iteration has linear time complexity. The second stage is, given the current assignment of $\{\theta_t\}$, to estimate an improved $R_m$. This is achieved by running several iterations of a greedy search over subsets of $R_m \subseteq A_m$, where at every step of the search a current subset $R_m$ is modified by either adding or removing one element.

After learning, the set of part $m$ detections is obtained by identifying first few local maxima of the probability $Pr(O^P|V; \Theta)$ computed for all patches $P$ in a given image. Selected representatives for an example part are shown in Fig. 4a. The resulting CNOR part detectors for all parts $m$, are a significantly more reliable set of object features then the initial generic set of features, as demonstrated in Fig. 4b and in section 3, and it provides a general method for reliable part detection for both supervised and unsupervised classification.

2.3 Applying the learned model to classify and localize objects and parts

To compute the classification score for an unseen test image, and to localize the class objects in it, we use the learned $\rho^m_1$ (offsets from object star center) and $\Lambda^m_1$ (STDs for these offsets) parameters in a voting scheme similar to [13] as follows. For each part detector, a number (five in our experiments) of highest-scoring locations at each image are marked. To identify the object star’s center location, each detection $X$ votes for a center location, by placing a Gaussian mask with STD $\Lambda^m_1$ around the expected location $X - \rho^m_1$. After all the detectors voted, the point with the maximal accumulated vote determines the location of the object star’s center in each image (in case there are multiple objects, several local maxima that exceed a global threshold are taken). The accumulated vote value at the detected center point serves as the object detection score in the image. These scores are then used to create the ROC that tests the separation between the class and the non-class images in the results section 3. The object localization results of our method are evaluated in Fig. 4c. The parts are localized by ”back-projection” as in [13]. Each part detector that voted into one of the selected object center locations (with one of its five detections) is declared as
detected’ and is marked in the image. The accuracy of our part localization is demonstrated in figures 2a and 5 and evaluated in Fig. 4d. Marking all the detected parts in the image can be used for a top-down segmentation of the detected object (see examples in supplementary material). The details of the top-down segmentation are outside the scope of the current discussion.

3 Results

To test the performance of the UCA method, it was applied to the task of fully unsupervised classification and object and part localization on 18 different object classes. The list of the classes, the parameters of the datasets and ROC EERs obtained by the UCA are summarized in Table 1. The results show that our method obtains superior performance over the existing unsupervised methods in challenging conditions such as small objects relative to the background (e.g. UIUC cars, Caltech101 cars, flamingo), small percent of class images in the set (e.g. schooner, guitars), significant inter-class variability due to non-rigid deformations (e.g. bonsai, horses, crab, flamingo, starfish) and significant lack of alignment (e.g. UIUC cars, faces, PASCAL car views). Examples of the classes and object and part localizations obtained by UCA are shown in figures 2a and 5. Fig. 4c,d shows quantitative evaluation of automatic object and part localization by UCA compared to hand generated ground truth on several dataset. The background images for each dataset were chosen randomly out of Caltech backgrounds set containing 900 images. To challenge our method, we tested it on different class vs. non-class mixes, namely 10%, 20%, 30% and 50%. This is compatible with experimenting with Google data, since manual validation done by [5] showed that on average, above 25% of images returned by Google image search are good examples. For every dataset, increasing percent of class images above the percent reported in the table gives even better results. The UIUC cars dataset contained only the 170 non-cropped and non-aligned test images of the original set (and equal amount of random background images), the training images of the original set are cropped, so to make the task harder they were not used. The Caltech-5 datasets (from [3]) were tested in order to compare with past unsupervised approaches that were tested on the same data, namely [2, 12, 5, 10, 7]. To ensure that the chosen Caltech101 classes are sufficiently hard, 9 of the 11 tested Caltech101 classes are the ones with lowest reported performance by [7] (average of entries for these classes on [7]'s confusion matrix diagonal is 49%). Note that unlike [7], we do not use color information in our scheme. An important characteristic of the UCA is its ability to deal with a low percentage of class images in the dataset. Methods such as [5, 12] that apply the pLSA method of [2] as a pre-processing step to identify and localize class examples may fail on such datasets. This was validated by testing the pLSA method with eight topics (optimal number proposed by [5]) on the schooner dataset that contains only 10% class images. From the $N$ examples with maximal score in the class topic, less then 40% were class examples ($N = 10, 20, \ldots, 100$).
Table 1. Summary of fully unsupervised classification results obtained by the UCA method. For all datasets, the EER STD for UCA was $\leq 2\%$ (computed by cross-validation). For motorbikes, airplanes and cars-rear, the class images were randomly chosen from larger sets and remaining images were also used for testing the learned models obtaining 1.3%, 2.3% and 2.8% average EER respectively. The average EER of UCA on the Caltech-5 datasets was 2.65%. Results of other unsupervised methods reported for Caltech-5 were: average EER of 4.08% [12], 7.35% [5] and 11.38% [2] and average multiclass detection rate of 5.4% [7]. Results of leading supervised methods on Caltech-5 are comparable to our unsupervised result: average EER of 2.25% [15] and 1% [21] ([21] did not test on cars-rear class). The object size relative to the background for each dataset was approximated from several characteristic images.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Origin</th>
<th>Total number of images</th>
<th>% class images in the set</th>
<th>Object size rel. to bgnd.</th>
<th>UCA EER, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horse</td>
<td>Weizmann</td>
<td>646</td>
<td>50%</td>
<td>35%</td>
<td>2.7</td>
</tr>
<tr>
<td>Cars</td>
<td>UCIC</td>
<td>340</td>
<td>50%</td>
<td>3.5%</td>
<td>3.1</td>
</tr>
<tr>
<td>Car views</td>
<td>PASCAL</td>
<td>201</td>
<td>50%</td>
<td>45%</td>
<td>10.7</td>
</tr>
<tr>
<td>Motorbikes</td>
<td>Caltech-5</td>
<td>900</td>
<td>50%</td>
<td>30%</td>
<td>2.3</td>
</tr>
<tr>
<td>Airplanes</td>
<td>Caltech-5</td>
<td>900</td>
<td>50%</td>
<td>20%</td>
<td>2.7</td>
</tr>
<tr>
<td>Faces</td>
<td>Caltech-5</td>
<td>900</td>
<td>50%</td>
<td>20%</td>
<td>2.4</td>
</tr>
<tr>
<td>Cars-rear</td>
<td>Caltech-5</td>
<td>900</td>
<td>50%</td>
<td>20%</td>
<td>3.2</td>
</tr>
<tr>
<td>Bonsai</td>
<td>Caltech-5</td>
<td>256</td>
<td>50%</td>
<td>35%</td>
<td>4.1</td>
</tr>
<tr>
<td>Ewer</td>
<td>Caltech-5</td>
<td>283</td>
<td>30%</td>
<td>34%</td>
<td>2.3</td>
</tr>
</tbody>
</table>

In the PASCAL car views experiment, we tested the ability of UCA to separate related sub-classes. In particular, out of the PASCAL 2007 training images, images depicting frontal and side views of cars were extracted. The scale of the images was normalized by vertical size and large background areas around each car was taken to make the set un-cropped and un-aligned. The UCA was then applied to this set in order to separate the views. Furthermore, when applied on a set of about 700 images containing all the car views, UCA successfully learned the "frontal cars" subclass with similar EER to the two view experiment. Applying pLSA to the same set has yielded high error (32% EER). The ability of our method to separate similar sub-classes and specifically different views of the same class can also be useful in supervised learning applications. If a given training set of images of the same class can be automatically separated into a meaningful set of (inherently similar) subclasses, then it can greatly facilitate the learning task, by allowing the modeling of each subclass separately.

4 Conclusions

The UCA method has a number of basic advantages compared with previous unsupervised classification methods. First, the overall classification results are higher than obtained previously, and remain high even when class examples are sparsely distributed within the dataset. Surprisingly, on the tested classes,
results of the unsupervised method are as good as leading supervised methods. Second, the method obtains precise object localization, indicated by a repeatable reference point on each detected object. Third, precise locations of the parts participating in the model are also made available. Fourth, the method is capable of separating similar classes and sub-classes, such as different views of the same class. The main novel aspects of the UCA method are the following. The model is iteratively improved by exploiting intermediate classification results, consistently improving the performance. A novel geometric model is used, which can be efficiently learned from the entire dataset, and therefore improve the methods ability to capture geometric consistencies, even when consistent configurations are sparse. The model uses a part detection scheme, which is trained to detect object parts with diverse appearances in their correct position. The resulting detections are therefore more reliable, providing precise part localization and improved overall performance.
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Fig. 6. Improvements due to consistency amplification. (a) Example of class vs. background separation obtained by the first iteration for the schooners class. Yellow part are the class images and the rest are backgrounds (the ordering is only for illustration purposes). The horizontal line shows the adaptive threshold $\eta \cdot \max$ used to select the set $H$ of high likelihood class examples for the next UCA iteration. (b) Examples of the objects identified and localized. (c) Table of EER improvement with UCA iterations. Only the classes that ran for more then two iterations are shown. The iterations continue until the set $H$ stops growing. The average EER of the first iteration (that used the generic features and not PSFs) was 30% for these classes. This illustrates the low (relative to the PSFs) consistency between the generic features and the class objects.

Appendix: EM Update equations for the G-phase model

1. G-phase model EM update equations

Following are the auxiliary definitions:

\[ \pi_{n,m}^k \leftarrow R_n^m \cdot \alpha_n^k \cdot \beta_m^k \cdot \sum_{k=1}^K \alpha_n^k \cdot \beta_m^k \]

\[ N(X_n^m; \mu_n^k + \rho_{nm}^k, \Sigma_{nm}^k + \Lambda_{nm}^k) \cdot N(X_m^n; \mu_m^k + \rho_{nm}^k, \Sigma_{nm}^k + \Lambda_{nm}^k) \]

(1)

Here, we assume for simplicity that both \( \Sigma_{nm}^k \) and \( \Lambda_{nm}^k \) are diagonal matrices and denote by \( \Sigma_{nm}^k(j) \) and \( \Lambda_{nm}^k(j) \) the j-th element on the diagonal.

\[ \tilde{\sigma}_{n,m}^k(j) \leftarrow \Sigma_{nm}^k(j) \cdot \Lambda_{nm}^k(j) \]

(2)

\[ \tilde{\mu}_{n,m}^k \leftarrow \mu_n^k + \Sigma_{nm}^k \cdot (\Sigma_{nm}^k + \Lambda_{nm}^k)^{-1} \cdot (X_{mn} - \tilde{\mu}_{n,m}^k - \rho_{nm}^k) \]

(3)

Following are the update equations:

\[ \alpha_n^k \leftarrow \sum_{m=1}^M \pi_{n,m}^k \cdot \sum_{m=1}^M \pi_{n,m}^k \]

(4)

\[ \beta_m^k \leftarrow \sum_{n=1}^N \pi_{n,m}^k \cdot \sum_{n=1}^N \pi_{n,m}^k \]

(5)

\[ \mu_n^k(j) \leftarrow \frac{1}{\sum_{m=1}^M \pi_{n,m}^k} \cdot \sum_{m=1}^M \pi_{n,m}^k \cdot \tilde{\mu}_{n,m}^k(j) \]

(6)

\[ \Sigma_{nm}^k(j) \leftarrow -(\mu_{n,j}^k)^2 + \frac{1}{\sum_{m=1}^M \pi_{n,m}^k} \]

\[ \sum_{m=1}^M \pi_{n,m}^k \cdot [\tilde{\sigma}_{n,m}^k(j) + (\tilde{\mu}_{n,m}^k(j))^2] \]

(7)

\[ \rho_{nm}^k(j) \leftarrow -(\mu_{n,j}^k)^2 + \frac{1}{\sum_{n=1}^N \pi_{n,m}^k} \cdot \sum_{n=1}^N \pi_{n,m}^k \cdot [X_{mn}^n(j) - \tilde{\mu}_{n,m}^k(j)] \]

(8)

\[ \Lambda_{nm}^k(j) \leftarrow -(\mu_{n,j}^k)^2 + \frac{1}{\sum_{n=1}^N \pi_{n,m}^k} \cdot \sum_{n=1}^N \pi_{n,m}^k \cdot [(X_{mn}^n(j) - \tilde{\mu}_{n,m}^k(j))^2]
- 2 \cdot (X_{mn}^n(j) - \tilde{\mu}_{n,m}^k(j)) \cdot (\tilde{\mu}_{n,m}^k(j) + \tilde{\sigma}_{n,m}^k(j) + (\tilde{\mu}_{n,m}^k(j))^2] \]
2. UCA as a basis for top-down segmentation

Figure 1. Examples of top-down segmentations produced by back-projecting all the detected CNOR part detector locations consistent with the models learned by UCA. A single global threshold (for each class) was used to produce the depicted segmentation masks. Left column - original images, middle column - computed segmentation masks, right column - overlay.
3. Additional UIUC cars examples
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Abstract. This work describes a method that combines face detection, localization, part interpretation and recognition, and which is capable of learning from very limited data, in a semi-supervised or even fully unsupervised manner. Current state-of-the-art techniques for face detection and recognition are subject to two major limitations: extensive training requirement, often demanding tens of thousands of images, and detecting faces without explicitly detecting relevant facial parts. Both of these limitations hinder the recognition task, since for a specific face the number of available examples is usually small, and because the strongest cues for identity lie in the specific appearance of facial parts. The proposed method alleviates both these limitations by effective learning from a small training set and by detecting the face through, and together with, its main parts. This is obtained by a novel unsupervised training method, which iterates phases of part geometry and part detector learning, to incrementally learn an object category from a set of unlabeled images, containing both class and non-class examples given in unknown order. We tested our method on face detection and localization tasks both in a set of 'real life' images collected from the web as well as in LFW and MIT-CMU databases. We also show promising results of our method when applied to a face recognition task.

1 Introduction

The focus of this work is on a method that combines face detection (‘what is it?’), localization (‘where is it?’), part interpretation (‘where are the facial parts?’) and recognition (‘who is it?’), and which is capable of learning from very limited data, in a semi-supervised or even fully unsupervised manner. The method was developed for general object detection and localization and in this work we extend and apply it to the task of detecting and localizing faces. In addition, we extend it to perform the recognition task.

The face detection and localization problem has a long history in the literature, but a significant dividing line was the influential work by Viola and Jones [1]. Based on a survey by [2], before [1] the state-of-the-art methods for face detection were divided into several approaches: knowledge-based [3], feature invariant [4], template matching [5], and appearance based [6–8]. Following [1] the focus of face detection approaches turned towards efficient real-time face
detection. In [1], the face is represented by a cascade of linear classifiers each using simple low-level 'Haar features' and trained using boosting methods [9]. Currently, many state-of-the-art face detectors are variants of the approach in [1], with different improvements and extensions. For example, [10] extend the set of Haar features, [11] improve feature computation efficiency and introduce a coarse-to-fine technique, [12] improve the optimization of the cascade, [13] offer an alternative to the boosting technique used in [1] and provide efficient methods for multi-view detection, and [14] suggest an improved set of low-level features and improve the computational efficiency. Currently, the best results were reported by [14].

Despite all the developments listed above, there are still two main limitations shared by current state-of-the-art face detection techniques. These limitations are especially relevant if one wants to extend such techniques to face recognition. The methods based on [1] usually have an extensive training requirement. For instance [13] train on 75,000 face examples, and [14] have around 23,000 faces and 30,000 non-faces in their training set. While general face examples are abundant, this is usually not the case for face recognition tasks, where only a handful of images may be available for a specific individual. The second limitation is non-specificity to facial parts. The Haar-like features based methods detect faces without explicitly detecting facial parts and thus are capable of face detection and localization, but are not suited for recognizing and discriminating between different shapes of face parts such as eyes, nose, ears, mouth, chin and etc. The ability to detect specific facial parts plays a key role in face recognition task, as the distinction between two individuals is often based on fine differences in specific face parts appearance such as types of nose, eyes, hair, etc.

The proposed method addresses both of these limitations. It is capable of learning from a small number of examples, even in the challenging unsupervised setting, in which the object examples appear at unknown locations and only in an unknown subset of the training images. The subset of images containing class examples may even be as small as 10\% of the training set. In addition, our method is part-based, meaning that the object is detected through first detecting its parts. The parts and their spatial configuration are learned automatically. Moreover, each part is represented by a (learned) set of its so-called semantic equivalents. For example, the nose part is represented by a set of image fragments representing the nose viewed with varying poses, illuminations, and other types of variations. These semantic equivalents are learned without supervision, and they are combined using an efficient representation (the CNOR model below) to form a robust detector for a corresponding part.

Our method was tested on unconstrained frontal face detection and localization tasks in a challenging set of ‘real-life’ images, collected randomly from the web. The faces are usually small relative to the images, appear at random locations in the images and exhibit strong scale, lighting, pose and expression variations. The set also contains partially occluded faces (e.g. by sunglasses or other objects) and multiple face instances. We also tested detection performance on the LFW database [15] and detection and localization performance on the
MIT-CMU dataset [16]. Examples of the output of our method on images taken from various datasets appear in figure 7. Finally, we applied our method to the simultaneous object detection, localization and recognition task on a dataset consisting of the set of 'real-life' images mentioned above mixed with an additional set of about 130 images containing a face of a specific person. The person images also exhibit large scale, pose, lighting, location, expression and occlusion variations. Our system showed good performance on this combined detection, localization and recognition task despite being trained on a limited set of only 10 images of the specific individual. Examples of combined person detection and recognition appear at the bottom row of figure 7. In addition, we tested the contribution of various aspects of the proposed method by removing some of them and evaluating the performance on the same detection and localization task.

The rest of the paper is organized as follows. Section 2 describes the method and the learning algorithms used, section 3 provides details of the experimental validation, and section 4 contains the summary and proposes possible future research directions.

2 Method

This section presents our method for combined detection, localization, part interpretation and recognition of human faces. The method builds upon and extends a general method for unsupervised category learning which is presented in a companion paper [17]. The unsupervised learning algorithm, called Unsupervised Consistency Amplification (UCA) is briefly overviewed in section 2.1 and its extensions introduced for face detection and recognition are described in section 2.2. For a more detailed description of the UCA algorithm please refer to [17].

2.1 Unsupervised Consistency Amplification (UCA)

The basic UCA unsupervised training algorithm is described in detail in a companion paper [17], here we give only a brief overview. UCA alternates between model learning and data partitioning. Given an image set \( S \), an initial model (learned using initial generic features) is used to induce an initial partitioning by identifying highly likely class members. The initial partitioning is then used to improve both the appearance and the geometrical aspects of the model, and the process is iterated. In this manner the process exploits intermediate classification results at a given stage to guide the next stage. Each stage leads to an improved consistency between the detected features and the model, which is why the process is termed Unsupervised Consistency Amplification (UCA). Each UCA iteration consists of two phases of learning: the feature learning Appearance-phase (A-phase) followed by the part model learning Geometry-phase (G-phase). The approach and the order of the phases are summarized in Figure 1.

Here we briefly describe the phases of the algorithm:
Initial Appearance-phase: We use a generic codebook of quantized SIFT descriptors of 40 x 40 patches for the initial (appearance) features. This codebook is computed by a standard technique [18] from all the images in given set $S$. The codebook descriptors are compared to the descriptors at all points of all the images in $S$ and storing the points of maximal similarity (either one or several, see below) in each image.

Geometry-phase: The detection of parts using the generic features is usually noisy, due to detections in non-class images, and at some incorrect locations in the class images. The goal of the geometric part model learning is to both distinguish between class and non-class images and between the correct and incorrect part detections, based on consistent geometric relations between the features. This is accomplished by the G-phase of the algorithm, which is also used for the selection of the most useful features and the automatic assignment of each of their detections in every image in $S$ to either object or background model. During training, we model the background by a distribution of the same family as the class object distribution, which allows preventing from the spurious geometric consistency on the background to be accounted for by the learned class model. In our experiments we found that modeling the background distribution is better than assuming it to be uniform. The learned background model is then discarded after the training and is not used for classifying new images. Thus, the generative probabilistic model used in the G-phase is a mixture of two star-models, one for object and the other for background. It is learned without supervision from all the images in $S$ using a novel probabilistic graphical model formulation explained in [17]. After the geometric structure has been learned,
a subset $H \subset S$ of images which contain class objects with high confidence is selected. In these images the object centers and parts are localized.

**Appearance-phase:** The A-phase constructs the part detectors used as features by the following G-phase. Each part-detector constructed in the A-phase represents an object part by extracting several typical appearance patches of the part, from different images. Part-patches can be extracted, because the locations of the parts in the images of the subset $H$ are already estimated from the previous G-phase. An optimal subset of these part patches is learned by a novel probabilistic discriminative model, the Continuous Noisy OR (CNOR), described in [17]. The model parameters are optimized for part detection in correct location on faces.

**Applying the model to new images:** As in [17] we apply the model to new images by voting for the object reference point from the locations detected by the learned part detectors. Each part $P_i$ has two learned parameters defining its spatial location relative to the object reference point - offset $\mu_i$ and covariance matrix $\Lambda_i$, defining the uncertainty region of the offset. Both these parameters are used during voting. Following the voting, the parts are detected and localized by back-projection: each part that was detected within one STD from its expected location is declared as ‘detected’. In the current paper we extend the voting method used in [17] towards multi-scale and multi-object detection. To handle multiple scales we iterate over candidate horizontal sizes of the face, in our case from 20 to 150 pixels with 10 pixel increments. The search over different scales produces only a few false alarms due to high precision of the UCA classifier (see [17]). We also apply non-maximal suppression to suppress overlapping detections (bounding boxes) with lower scores. To handle multiple objects we replace the voting method used in [17]. In [17] only five highest scoring detections of each part were used in the voting. Since an image may contain more then five faces (as is the case in many of our examples), we replaced this method by voting using the entire set of part detections for each part. Given an image, detector for part $P_i$ is applied to a grid of locations on the image (we used regular grid with a step of 5 pixels) producing a response map $R_i$, then $R_i$ is shifted by $\mu_i$, and dilated with $\Lambda_i$ and added to a cumulative voting mask. The local maxima of the voting mask after all part detectors have voted constitute the candidate locations of the faces. Applying non-maximal suppression on voting masks gathered from all the candidate scales and thresholding the result produces the final face detections.

The training of the G-phase and A-phase probabilistic models was achieved by applying Expectation Maximization (EM) algorithm [19] and its structure learning variant [20]. The following section explains how UCA was used in faces detection, localization, part interpretation and recognition tasks.

### 2.2 UCA-based face detection and recognition

The model for face detection (for brevity detection = detection + localization + part interpretation) and recognition is trained in three stages, each stage training a separate UCA model. In the first stage, $M_1$ - a model for detection is trained on
Stage 1: The first stage is fully unsupervised, its training set consisting of mixed non-face and face images (faces appear at unknown locations). This stage was performed in the experiments of [17] and here we use the model it learned (denoted \(M_1\)) for the second stage. Fifty face examples from Caltech faces dataset were present in the unsupervised training set of the first stage (together with 450 non-face images). In general this stage may be used in cases we train on a semi-supervised set (having only images that contain the learned object), but when object examples vary in viewing direction (or other viewing conditions), e.g. if we get a set of mixed frontal and profile faces. Although it is possible to try to capture all the viewing directions by a single model, it is clearly harder and will typically cost in loss of ability to detect facial parts. So in this case it is beneficial to first apply unsupervised learning to separate different views and only later to learn a separate model for each view. Experiments along these lines were performed in [17] for automatically separating different car views.

Stage 2: The second stage is learning an improved model using weak supervision. The goal of this stage is to improve the performance of the model learned during the unsupervised stage by providing it with more object (face) examples. This stage could also be performed by the system in autonomous (unsupervised) online manner by crawling on web images and detecting instances of the object using the \(M_1\) model. In our case we gave the system 300 additional image examples randomly chosen from the LFW database and ran the \(M_1\) model on them to detect and localize faces on these images. The output of \(M_1\) were face bounding
boxes detected in the training images. We then train the model \( M_2 \) using the UCA method by assuming the output of \( M_1 \) to be the output of the G-phase in one of UCA iterations (see section 2.1 for the definition of the G-phase). The model \( M_2 \) is then used to perform the face detection and localization in section 3. The second stage can be seen as additional iterations of the UCA method applied in the first stage. The main difference is that the standard UCA loops over the same image set over and over again, while in \( M_2 \) training stage new images are provided either in a weakly supervised or in online unsupervised manner.

**Stage 3:** The third stage, training a recognition model for a specific face, is performed when we receive a (limited) set of examples of a face of a certain individual (that we wish to recognize in the future) and train a UCA model on these images. The training examples need not be cropped or aligned and can exhibit any scale variation, all we require them to be is ‘roughly frontal’ (as the example images in Figure 7). The training is organized along the lines of the second stage. The resulting model \( M_3 \) can be used by itself for simultaneous detection, localization and recognition of a specific person, but it is better used in conjunction with \( M_2 \), since \( M_3 \) had only limited training on the few examples provided for the specific person. We investigate both of these options in the section 3.

Figure 2 summarizes the proposed approach. Section 3 describes the experimental validation of our method.

### 3 Results

To test the proposed method, we applied it to frontal face detection, localization and recognition tasks in several databases, namely: people-containing images gathered from Google image search (denoted WEB database); Labeled Faces in the Wild (LFW) database [15]; MIT-CMU dataset [16]; and a set of unconstrained images of a person taken under different viewing conditions, and at different locations and times (denoted PERSON database). The MIT-CMU dataset combines all the images from tests A, B and C in the dataset description [16]. The statistics of all the datasets are summarized in Table 1.

**Table 1.** Provides statistics of the datasets used in our experiments
In the first experiment, the model $M_2$ was applied to the face detection task in the LFW database. Since faces in the LFW are cropped, roughly aligned and equally scaled, there was no reason to test localization on that database, although in several dozens of images that we manually checked the localization was perfect. The LFW database is comprised only of images containing faces detected by Viola & Jones face detector, so in order to test face detection, maximal response of the UCA was computed for all images in the LFW and in additional 916 background images which were a union of the Caltech and Google background sets. These measurements were used to build the ROC curve for face detection depicted on Figure 3. The error bars of the ROC were computed by 10-fold cross validation.

In the second experiment we tested the combined detection and localization performance of our method. To this end, model $M_2$ was applied to the WEB and MIT-CMU datasets. The results are summarized in ROC curves in Figures 4a and 4b respectively. We also compared our performance on the WEB database with the performance of the OpenCV [21] implementation of Viola & Jones face detector [1] and shown a significant performance gain (see figure 4a). The face was considered correctly localized if the detected bounding box exceeded the standard Jaccard index overlap score of 0.5 with the manually marked ground truth bounding box:

$$Jaccard\ Index\ (BB_1, BB_2) = \frac{|BB_1 \cap BB_2|}{|BB_1 \cup BB_2|}$$ (1)

In order to test the contribution of various components of our method to the final performance, Figure 4a also contains ROC curves of performance after removing different components. Specifically, we tested our method without
using semantic equivalents for part detection (‘No semantics’ in the figure), without using the CNOR model for combining the semantic equivalents (‘No CNOR combination’) and without using the learned geometry of parts (‘No star geometry’). In all cases, removal of these components resulted in significant drop in performance. When semantic equivalents were not used for part detection, a single best image fragment was chosen to represent the part. When CNOR model was not used for combining semantic equivalents, they were combined using a simple summation. When part geometry was not used, the parts were split into four groups corresponding to the four quarters of the face. The face was then detected as a combined vote of the four quarter detections, while each of the quarters was detected by the bag-of-features method. Localizing faces directly by a bag-of-features of the whole face (without using this four quarters scheme) failed to produce reasonable results due to the limitation imposed by the overlap score (eq. 1) and the currently used non-maximal suppression scheme.

Additionally, figure 4a contains an ROC curve of HOG + SVM classifier implemented along the lines of [22]. HOG descriptors were computed for all the face bounding boxes detected by $M_1$ in all the images used to train $M_2$. For these HOG descriptors RBF kernel SVM was trained against HOG descriptors of maximal score bounding boxes detected by $M_1$ in background images (Caltech + Google backgrounds).

In the third experiment combined detection, localization and recognition were tested on the combination of the PERSON and the WEB datasets. The results are summarized in figures 5a and 5b. Ten images of a person were used to train the model $M_3$. The models $M_2$ and $M_3$ were used in a cascade-like sequence. First, $M_2$ was applied to detect candidate faces in the image and then $M_3$ was applied to search for the face of the specific person at locations and scales close to the ones detected by $M_2$. We also tested the combined detection, localization
and recognition using a single model ($M_3$). When used by itself, it produces less good detection and localization results (see Fig. 5a) due to the limited training on only 10 images. In figure 5b we also compare our approach to several baseline approaches. Specifically, we tried to replace the $M_3$ in the $M_2 \rightarrow M_3$ sequence by Nearest Neighbor PCA, NCC or HOG, all trained on the same 10 images we used for training $M_3$. As can be seen in Figure 5b, the performance of these methods is significantly worse. This can be partially attributed to the fact that these methods try to detect the whole face using a single template, while our method applies part based detection which, as explained in the introduction, is more appropriate for the recognition task. Examples of face interpretation, that is detection of various facial parts, are given in Figure 6.

4 Discussion

This paper presented a method for combined faces detection, localization, part interpretation and recognition in unconstrained images, where faces may appear at any image location, scale and under a variety of difficult viewing conditions. The method shows promising performance in various experiments on different datasets, superior to several standard baseline methods and the standard implementation of the Viola & Jones face detector. The method requires only a few images for training and can be trained in a fully unsupervised manner. The underlying models employed by the method are general and not limited to face detection.

Even in cases of semi-supervised training, the ability to automatically separate different object views in a given training set (containing mixed views) can improve classification performance of the learned models. Moreover, this ability also facilitates learning part based models that are capable of detecting
'meaningful' object parts. Initial experiments performed in [17] for automatic separation of car views from the PASCAL 2007 dataset, show that our method has this ability. An interesting future research direction would be learning viewpoint invariant part based models for face detection from a mixed set of examples of different face views. Additional interesting extension may be linking the models of different views in terms of their detectable parts (such that semantically equivalent parts from different view models are linked) in order to facilitate view-invariant part interpretation.

In its current version, the method does not make full use of the detailed part interpretation obtained during the detection process for the purpose of subsequent individual face identification. Since part detection obtained by our method is usually highly accurate, for each facial part it is possible (in future work) to build a universal dictionary of part appearances, such as semantic equivalent image fragments proposed in [23]. Then, one may learn an association between each of the part appearances and the conditions (lighting, pose, expression, etc.) under which the part is viewed. Given even a single image of a specific individual, her facial parts may be detected (by our model) and categorized according to the learned part appearance dictionaries. Subsequently, when confronted with a new image of the same individual taken under different conditions, the learned association between the conditions and the part appearances in the new image
(known following the detection, localization and part interpretation performed by our model) could be used to recognize the individual. Some ideas along these lines were explored in [24] (but without having a method for reliable part interpretation) and extending it might be an interesting future research direction towards individual recognition under highly varying viewing conditions.
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Fig. 7. Examples of face detection, localization and recognition obtained by our method. The databases used for experiments are explained in the Results section. Examples inside the red box are from the WEB database, examples in the green box are from the MIT-CMU database and blue box contains examples of combined detection, localization and recognition of a specific person in the PERSON database. The current algorithm does not use color information, all the color images were processed in grayscale by the algorithm.
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Abstract

Class learning, both supervised and unsupervised, requires feature selection, which includes two main components. The first is the selection of a discriminative subset of features from a larger pool. The second is the selection of detection parameters for each feature to optimize classification performance. In this paper we present a method for the discovery of multiple classification features, their detection parameters and their consistent configurations, in the fully unsupervised setting. This is achieved by a global optimization of joint consistency between the features as a function of the detection parameters, without assuming any prior parametric model. We demonstrate how the proposed framework can be applied for learning different types of feature parameters, such as detection thresholds and geometric relations, resulting in the unsupervised discovery of informative configurations of objects parts. We test our approach on a wide range of classes and show good results. We also demonstrate how the approach can be used to unsupervisedly separate and learn visually similar subclasses of a single category, such as facial views or hand poses. We use the approach to compare various criteria for feature consistency, including Mutual Information, Suspicious Coincidence, L2 and Jaccard index. Finally, we compare our approach to a parametric consistency optimization technique such as pLSA and show significantly better performance.

1. Introduction

In this paper we consider the problem of unsupervised selection of multiple classification features together with the optimization of their detection parameters and discovery of consistent feature configurations. The input is a mixed set of unlabeled images $S$, only a small subset of which (20% or lower) contains instances of an unknown class category (which may be uncropped, unaligned and of small size relative to the background), and a large pool of candidate features $F$ (is of size 1000-3000 in our experiments), which is measured on each image. The feature pool may also be generated directly from all the images in the unsupervised training set (e.g. by applying the method of [9]). As in many classification schemes, each feature $F_i \in F$ is associated with some parameters $\theta_i$ that need to be set. When $\theta_i$ are fixed, the feature $F_i$ is a function mapping image $I$ to some discrete (usually binary) value. For example, the parameter $\theta_i$ may be the similarity threshold and the feature $F_i$ be a binary function with $F_i = 1$ iff the maximal similarity between all descriptors extracted from image $I$ and a descriptor associated with $F_i$ exceeds $\theta_i$. Another example is that the feature is a pair $(F_i,F_j)$ (where $F_i$ and $F_j$ are "maximal similarity + threshold" features from the previous example) and $\theta_i$ is an expected spatial offset between the detected locations of the two members of the pair. The combined feature is detected only if the observed offset is close to $\theta_i$. Finally, $\theta_i$ may be the linear coefficients for combining similarity measures of several different types of descriptors for a given image patch associated with $F_i$. Such de-
The main goal of the algorithm is to identify a subset of the candidate features that are most discriminative for detecting the category instances together with optimizing parameters of each feature to find their most discriminative values. This is challenging since the image class labels are unknown and cannot be used to identify useful features. Another goal is to use the discovered subset of optimized features to detect and localize a reliable subset of class instances present in the unsupervised training set. The detected class examples can then be used for the subsequent category learning (e.g. as done in [14, 10]). Figure 1 illustrates the input, the various outputs and the intermediate stages of our method.

The problem of unsupervised learning of an unknown category has recently attracted substantial attention [2, 4, 5, 6, 7, 8, 10, 20, 15, 12, 13, 14, 19, 17, 18, 23]. The unsupervised approaches may be further subdivided into weakly supervised - ones that assume that all training images contain uncropped and unaligned instances of the learned object category [6, 15, 18, 23], and fully unsupervised - ones for which the category instances may appear only in a small portion of the training images [8, 20, 7, 5, 19, 4, 17, 12, 2, 13, 14, 10]. The approach proposed in this paper belongs to the latter, fully unsupervised, category. The general idea in all of these approaches is to compensate for the lack of supervision by searching for consistency between the measured features, assuming that this consistency arises primarily from the presence of a class instance in the image. The approaches may be further categorized in terms of how they search for this inter-feature consistency. Some approaches assume a prior parametric model for the features and their detection parameters, and the consistency is detected via unsupervised training of the parameters of this model. The models used by these approaches include the constellation model [6] used by [6, 7], pLSA used by [20, 5, 19, 12, 14], Spatial-LTM [4], ISM [11] used by [8], Semantic-Shift [13], TSI-pLSA [5] and UCA [10]. Other approaches are non-parametric in a sense that no prior model is assumed for the inter-feature consistency and the consistency is detected by some form of a bottom-up agglomerative process. This process builds upon local, usually pairwise (for a given level of agglomeration), consistency relations between the features. Examples of the latter approaches are efficient mining used by [17, 18], joining frequent feature triplets with high suspicious coincidence measure by [23] and combining similar image segments by [2]. Our approach belongs to the latter non-parametric type. However, it does not perform an iterative agglomeration based on the local consistency of the features. Instead, a global optimization is performed, optimizing the consistency between all the potential features as a function of the feature parameters. The output of the global optimization is a consistent setting of feature parameters, maximizing the sum of pairwise consistency values between the relevant features. Clustering the resulting consistency graph between the features gives rise to consistent feature clusters, which are discriminative for the unknown learned category (or several categories in case of a multi-class), as demonstrated in our experiments.

An important consideration is that if we want to compute consistency of feature $F_1$ with two different features $F_2$ and $F_3$, then the parameter (e.g. threshold) of $F_1$ that attains maximal consistency with $F_2$ may be different from the one needed for maximal consistency with $F_3$. Consequently, in order to have maximal joint consistency of many features, the parameter optimization needs to be global. An agglomerative process that optimizes consistency only locally by merging a few (usually 2 or 3) features at a time, may arrive at lower consistency at the higher levels of agglomeration or become inconsistent in the setting of parameters.

As in previous approaches, the proposed framework can be used with different types of consistency measures. Therefore, in our experiments we used the proposed method to compare different consistency measures, such as Suspicious Coincidence (SC), Mutual Information (MI), Jaccard Index (JI) and L2 distance. Surprisingly, the standard SC consistency measure attained lower results in our comparison, significantly inferior to MI and JI measures. In addition, we compare our approach to pLSA - probably the most widely used parametric learning method based on consis-
tency, and show significantly better performance.

Unsupervised learning can be particularly useful in the weakly supervised setting, when all the images contain instances of a given class, but it is beneficial to divide the class into a set of visual sub-classes (such as different object views or different poses), to obtain better recognition of each sub-class individually, instead of recognizing a mixture of sub-classes by a single model. In the experiments below, we demonstrate how the proposed method can be used to obtain unsupervised separation between visually similar sub-classes, such as separating face views and separating hand poses.

Finally, we exploit the fact that the proposed framework may be used with any types of features and their parameters, and demonstrate how our approach can be used in a pipeline that starts from a generic set of quantized image patch descriptors and a set of unlabeled images, and finally arrives at discovering spatial configurations of object parts, which are both discriminative and visually plausible (see Figure 2). Within this pipeline, the method is applied twice: first for learning detection thresholds, and second for learning spatial offset parameters of feature pairs, finally leading to the discovery of full 2D consistent feature configurations.

The rest of the paper is organized as follows, section 2 describes the proposed approach, section 3 summarizes the experimental results, and section 4 provides summary and discussion.

2. Method

In this section we describe the Unsupervised Feature Optimization (UFO) algorithm (section 2.1), discuss and analyze the pair-wise consistency measures that can be efficiently used within the algorithm (section 2.2), and show how the UFO algorithm can be applied to select appearance descriptors and a set of unlabeled images, and finally arrives at discovering spatial configurations of object parts, which is the discovery of full 2D consistent feature configurations.

The UFO algorithm receives as input a set of unlabeled images and a feature pool from which it performs the selection. However, in practical applications, such as described in section 2.3, it is possible to work with either an external feature pool provided by the user, or with a feature pool internally generated by the system from all the unsupervised training images (e.g. by applying the method by [9]). A schematic diagram describing the proposed method is given in figure 3 and explained further in section 2.3.

2.1. UFO algorithm

**Input:** A set of images $S = \{I_n\}_{n=1}^N$ and a (large) pool of features together with their respective detection parameters $F_0 = \{\langle F_i, \theta_i \rangle \}_{i=1}^M$, such that each feature is a function: $\langle F_i, \theta_i \rangle : S \rightarrow V_i$, here $V_i$ is a discrete set of possible feature values (we use binary values in our experiments), and each $\theta_i$ takes a value from a discrete set of possible values that may be specific to each feature $\theta_i \in W_i$. For simplicity, we will use the notation $F_i(\theta_i)$ to indicate a row vector of $N$ values from $V_i$, the $n$-s entry of which will be $\langle F_i, \theta_i \rangle$ measured on image $I_n$. We will also refer to the feature itself as $F_i$.

**Output:** $K$ disjoint subsets of features $\bigcup_{1 \leq k \leq K} \hat{F}_k = F_0$, and the respective optimal parameter settings for each feature: $\{\hat{\theta}_i\}_{i=1}^M$. The goal is that one or several of these subsets will be associated with the classes present in the images of set $S$.

**The flow of the algorithm:**

1. Compute maximal consistency for each pair of features $F_i$ and $F_j$: $C_{ij} = \max_{\theta_i, \theta_j} \text{Cons} [F_i(\theta_i); F_j(\theta_j)]$, where the consistency measure, Cons, is a function measuring pair-wise consistency between two vectors from $V^N$: $\text{Cons} : V^N \times V^N \rightarrow \mathbb{R}$. The consistency measures that we have compared within our algorithm, as well as methods to efficiently compute $\text{Cons} [F_i(\theta_i); F_j(\theta_j)]$ for all $i$ and $j$ and all values of $\theta_i$ and $\theta_j$, are described in section 2.2.

2. Transform the resulting $M \times M$ matrix $C = \{C_{ij}\}_{i,j=1}^M$ into a graph adjacency matrix $A$. This is obtained by setting all except the largest $L$ entries of $C$ to zero and the largest $L$ entries to one ($C$ and $A$ are symmetric, we refer to $L$ entries above the diagonal and keep their $L$ respective reflections as well). The resulting graph has $M$ nodes, one node for each feature, and $L$ edges. Throughout all our experiments we used $L = 10,000$. In principle a large value for $L$ is preferred, the only reason to limit its value is to lower the running time of the graphical model based optimization that will be described next. For each edge described by non-zero entry $A_{ij}$ we compute a potential function: $w_{ij} : W_i \times W_j \rightarrow \mathbb{R}$ such that: $w_{ij}(\theta_i, \theta_j) = \text{Cons} [F_i(\theta_i); F_j(\theta_j)]$. The potentials are then used to define an energy function $E$ being the sum of the pairwise consistency measures:

$$E(\theta_1, \ldots, \theta_M) = \sum_{i,j; A_{ij}=1} w_{ij}(\theta_i, \theta_j)$$

Energy function $E$ is a sparse approximation of the full pair-wise consistency measure between all the features.

3. Apply a Loopy-Belief-Propagation (LBP) algorithm to compute (approximate) the maximal assignment to $E$:

$$\{\hat{\theta}_i\}_{i=1}^M \approx \arg \max_{\theta_1, \ldots, \theta_M} E(\theta_1, \ldots, \theta_M)$$

4. Finally, compute $\hat{C}_{ij} = \text{Cons} [F_i(\hat{\theta}_i); F_j(\hat{\theta}_j)]$ and cluster the resulting $M \times M$ affinity matrix $\hat{C} = \{\hat{C}_{ij}\}_{i,j=1}^M$ into $K$ clusters (we use $K = 7$ in all our experiments). In our implementation of the UFO algorithm, we use spectral clustering [22] for the last step.
In our experiments with the UFO algorithm we tested and compared four consistency measures (denoted \(\text{Cons} \)) in the description of the algorithm), namely: Jaccard Index (JI), Mutual Information (MI), Suspicious Coincidence (SC) and Euclidian Distance (L2). As explained in section 2.3, in our experiments we focused on binary features and their parameters. In order to implement the UFO algorithm efficiently, we needed to efficiently estimate \(\text{Cons} \left[ F_i (\theta_i) ; F_j (\theta_j) \right] \) for all \(i\) and \(j\) and all values of \(\theta_i\) and \(\theta_j\). Fortunately, in the binary feature case, the sufficient statistics for computing \(\text{Cons} \left[ F_i (\theta_i) ; F_j (\theta_j) \right] \) for all the listed measures are only five numbers: the number of images for which both \(F_i (\theta_i)\) and \(F_j (\theta_j)\) are equal to one (the inner product \(F_i (\theta_i) \cdot F_j (\theta_j)\)), the number of images for which they are both zero \(F_i (\theta_i) \cdot F_j (\theta_j)\), the \(F_i (\theta_i) \cdot F_j (\theta_j)\) (needed for MI), and the numbers of ones in \(F_i (\theta_i)\) and \(F_j (\theta_j)\) respectively \((|F_i (\theta_i)|_1\) and \(|F_j (\theta_j)|_1\). W.l.o.g., assume that the sets of possible values for the detection parameters: \(W_i\) are of the same cardinality \(|W_i| = T\) for all \(i\). Then the complexity of the full computation of all the required sufficient statistics is \(2 \cdot T^2\), and in case of MI \(3 \cdot T^2\), times the complexity of binary matrix multiplication.

In the following text we describe all the tested consistency measures and for each of them provide a lower bound on feature-to-feature consistency \(\text{Cons} \left[ F_i (\theta_i) ; F_j (\theta_j) \right] \) (we will write \(\text{Cons} \left[ F_i ; F_j \right] \) for brevity) in terms of respective feature-to-class consistencies: \(\text{Cons} \left[ F_i ; C \right] \) and \(\text{Cons} \left[ F_j ; C \right] \). The bounds are monotonically increasing in both \(\text{Cons} \left[ F_i ; C \right] \) and \(\text{Cons} \left[ F_j ; C \right] \), and become tighter as the feature-to-class consistencies approach their maximum. A notable observation regarding these bounds is that they hold for any class labeling \(C\). Therefore, even though two features might have low consistency with the entire class (e.g. faces), they might be very consistent with the same sub-class (e.g. profile faces) and thus have lower bound on their feature-to-feature consistency (using this sub-class labeling as \(C\)). Supporting this claim, we have successfully applied our method for unsupervised separation of visually similar sub-classes of a larger class, such as separating face views and separating hand poses (see section 3 for more details).

**Jaccard Index (JI):** The JI measures the amount of consistency between two sets by computing the ratio between their intersection and their union. The JI between two binary vectors \(X\) and \(Y\) is defined as:

\[
JI (X,Y) = \frac{X \cdot Y}{X + Y - X \cdot Y}
\]

where \(X \cdot Y\) is the dot product. This is exactly the classical JI for sets of indices of ones in the two vectors. In our experiments we use the following symmetric variant of JI:

\[
\overline{JI} (X,Y) = 0.5 \cdot [JI (X,Y) + Ji (X,Y)]
\]

where \(\bar{X} = 1 - X\). This variant is used in order to prevent an artificial tendency for larger consistency due to greater number of ones in the binary vectors.
Claim 2.1  
\[ JI [F_i; F_j] \geq JI [F_i; C] + JI [F_j; C] - 1 \] \[ \frac{1}{JI [F_i; C]} + \frac{1}{JI [F_j; C]} - 1 \] (5)  

Similar result holds for \( \check{J}I [F_i; F_j] \).

The proofs of this and following claims are given in the supplementary material. This shows that \( \check{J}I [F_i; F_j] \) is increasing in both the JIs: \( JI [F_i; C] \) and \( JI [F_j; C] \), and the bound (5) becomes tight when the JIs attain their maximal values of 1.

Mutual Information (MI): The MI measures the decrease in the entropy of one random variable conditioned on another random variable. For two binary vectors X and Y:

\[ MI [X; Y] = H (X) + H (Y) - H (X, Y) \]

where \( H \) is the Shannon’s entropy of a random variable.

Claim 2.2 Assuming that \( F_i \) and \( F_j \) are conditionally independent given class \( C \), then:

\[ MI [F_i; F_j] \geq MI [F_i; C] + MI [F_j; C] - H (C) \]

Because the maximal value that \( MI [F_i; F_j] \) can attain is: \( \min [H(F_i), H(F_j)] \), maximizing \( MI [F_i; F_j] \) will tend to prefer \( F_i \) and \( F_j \) that are correlated and non-sparse in terms of both zeros and ones (with higher entropy). Unlike MI, \( JI \) can have high values for correlated features that appear very infrequently (these features will have low MI scores, because of their low entropy).

Suspicious Coincidence (SC): The SC measures the ratio between the probability of two events happening simultaneously and an estimate of this probability assuming the two events are independent. For binary vectors X and Y of length \( N \):

\[ SC [X; Y] = \frac{N \cdot (X \cdot Y)}{|X|_1 \cdot |Y|_1} \]

Claim 2.3 Assume the events \( F_i = 1 \) and \( F_j = 1 \) are conditionally independent given the event \( C = 1 \), then:

\[ SC [F_i; F_j] \geq SC [F_i; C] \cdot SC [F_j; C] \cdot |C|_1 / N \]

The SC is a commonly used consistency measure, e.g. in [23] it was used for weakly supervised learning of object contours. A drawback of the SC is that taken by itself it may prefer very infrequent events. The reason is that if \( X \) has few ones in it, then \( SC [X; X] = 1 / |X|_1 \) is very large. Therefore, SC is usually used in conjunction with a threshold on minimal frequency of the events (i.e. demanding that \( |X|_1 \) is large enough). However, this is problematic in our fully unsupervised setup, since the class instances themselves are infrequent (there may be 20% or less class instances in a set). This inherent drawback of the SC is supported by our experiments (section 3), where SC performs significantly worse then MI or JI.

Euclidean Distance (L2): The bounds for L2 are provided by the triangular inequality. A drawback of L2 is that it is dominated by the larger of \( X \cdot Y \) and \( \check{X} \cdot \check{Y} \) (\( X \) and \( Y \) defined as above), and hence may disregard the lack of consistency between either zeros or ones in the vectors \( X \) and \( Y \), depending which (zeros or ones) are less frequent.

2.3. Implementation Details

The flow of the proposed method is schematically shown in figure 3. In this section we describe the auxiliary steps of the method in more detail. All the constant numbers appearing in the description are fixed parameters of the method and are used throughout the experiments.

Initial feature pool: we apply the method of [9] on the entire image set \( S \) (both class and non-class, since labeling is unknown) to build an initial feature pool \( F_0 \) of \( M_0 = 1000 \) quantized SIFT descriptors of \( 40 \times 40 \) image patches. For every image in the set \( S \), we compute the similarity of each feature from the pool at all locations on a dense grid. For each feature \( F_i \) \( \in F_0 \) and image \( I_m \) \( \in S \), the five highest similarity local maxima locations are retained. Denote their respective similarity scores by \( 0 < \alpha_{i,n}^k \leq 1 \) (in decreasing order for each feature) and image locations by \( L_{i,n}^k \in \mathbb{R}^2 \), where \( k \in \{1, \ldots, 5\} \).

Unsupervised optimization of threshold parameters: we apply the UFO algorithm (section 2.1) to learn individual optimal threshold parameters \( \theta_{i,n}^{thr} \) for each \( F_i \) \( \in F_0 \). We use only the maximal similarity scores \( \alpha_{i,n}^1 \) in this optimization. For each of the optimized threshold parameters \( \theta_{i,n}^{thr} \) we set a range of 20 candidate values \( W_{i,n}^{thr} \), by taking 20 values with equal spacing in the index from the sorted list \( \text{sort} (\alpha_{i,n}^1, \alpha_{i,n}^2, \ldots, \alpha_{i,n}^N) \). This ensures that each feature has an adequate set of candidate values for its threshold for any density of its continuous similarity values. As explained in section 2.1, following threshold setting, the UFO also produces clusters of features, which are tested for their classification performance in the results section 3.

Building spatial-pairs feature pool: an additional output of the UFO (section 2.1) is the feature-to-feature consistency matrix \( \check{C} = \{ \check{C}_{ij} \}_{i,j=1}^{M_0} \) computed for the chosen optimal threshold parameters. We next build spatial-pair features from \( M_1 = 3000 \) pairs of \( F_0 \) features that have maximal pair-wise consistency (i.e. maximal entries in the matrix \( \check{C} \)). The spatial-pair features are pairs of \( F_0 \) features that have a Gaussian model for the spatial offset between their detected locations. For each spatial-pair feature in the resulting feature pool, denoted \( F_1 \), we train a separate Gaussian Mixture Model (GMM) producing five competing Gaussian spatial offset models. The GMM for a spatial-pair feature \( (F_i, F_j) \in F_1 \) is trained on a set \( O_{i,j} \) of offsets between \( F_i \) and \( F_j \) in all their detected locations (from all the images)
that passed the optimal thresholds (computed by UFO) $\hat{\theta}_k$ and $\hat{\theta}_j$ respectively: $O_{i,j} = \{ L_{i,n}^{k_1} - L_{j,n}^{k_2} | 1 \leq n \leq N, 1 \leq k_1, k_2 \leq 5, \alpha_{i,n}^{k_1} > \hat{\theta}_k, \alpha_{j,n}^{k_2} > \hat{\theta}_j \}$. Denote the Gaussian components of the learned mixture: $G_{i,j}^k = N(\mu_{i,j}^k, \Sigma_{i,j}^k)$, where $k \in \{1, \ldots, 5\}$. The detection parameter for the spatial-pair feature $(F_i, F_j) \in F_1$ is $\theta_{i,j}^{offs} \in \{1, \ldots, 5\}$, and the pair-feature is considered detected in image $I_n \in S$ with $\theta_{i,j}^{offs} = k$, iff there exists an offset in $O_{i,j}$ that originates from image $I_n$ and for that offset the $G_{i,j}^k$ component has maximum likelihood among all the GMM components.

Unsupervised optimization of offset parameters: we apply the UFO algorithm again, this time for choosing the correct Gaussian offset model among the five individual candidates for each spatial-pair feature. The outputs of the algorithm are the optimal offset models $\hat{G}_{i,j} = N(\hat{\mu}_{i,j}, \hat{\Sigma}_{i,j})$ for the spatial-pair features $(F_i, F_j) \in F_1$, clusters of these features, and pair-wise consistency measured between each two spatial-pair features.

Building consistent configurations of object parts: The next goal is to derive for each cluster of the spatial-pair features (computed by the UFO) 2D feature configurations that will be as consistent as possible with the pair-wise offsets found in the previous step. Example configurations are shown in figure 2. They are usually visually plausible in the sense that they correspond to a repeating part configuration in the object. Since each feature in a configuration is associated with some object part, we call them "part configurations". Let $\{(F_{i_1}, F_{j_1}), \ldots, (F_{i_L}, F_{j_L})\} \subset F_1$ be a cluster of spatial-pair features, and let $\{\hat{G}_{i_1,j_1}, \ldots, \hat{G}_{i_L,j_L}\}$ their respective optimal offset models selected by the UFO. First, we solve a 2D placement problem, where we define unknowns $(x_{i,j}, y_{i,j})$ for each feature $F_i$ belonging to at least one of the pairs in the cluster, and solve the following system of linear equations, two equations for each pair in the cluster:

$$x_{i_1} - x_{j_1} = \hat{\mu}_{i_1,j_1} \quad (1), \quad y_{i_1} - y_{j_1} = \hat{\mu}_{i_1,j_1} \quad (2)$$

where the $\hat{\mu}_{i_1,j_1}$ and $\hat{\mu}_{i_1,j_1}$ are the x and y components of the mean. This linear system is solved by weighted least squares with outlier rejection. The two equations of each pair are weighted by the amount of uncertainty of the respective optimal offset model, measured by the area of the covariance: $|\hat{\Sigma}_{i,j}|$. We also add two auxiliary equations $x_{i_1} = 0$ and $y_{i_1} = 0$ with large weight, as the system (10) is independent of the choice of the origin. The outlier rejection is implemented by removing pairs of equations corresponding to maximal error, until the bound of at most one pixel error is reached. The part configurations are obtained as connected components (CC) of a graph whose nodes are the features belonging to at least one of the spatial-pairs from the cluster and whose edges are the pairs themselves. The resulting configurations may then be used as ‘hyper-features’ for either detecting the learned objects in new images (e.g. using the ISM voting scheme proposed by [11]) or as input to subsequent invocations of the UFO in order to build even more complex features.

3. Experimental Results

To test the proposed approach we applied it on a wide range of classes from several datasets, including the entire Caltech-101, UIUC cars [1], horses [3], hand poses [16], a dataset of similar face views, and a dataset obtained from querying Google’s image search. For every class from the Caltech-101, UIUC cars, and horses datasets, the experimental protocol was to take all the class images mixed with random selection of four times more background images from the Caltech backgrounds set. Thus in every unsupervised set there were only 20% class images. Figure 4(a,b) summarizes the comparison of the UFO algorithm with baseline approaches on the entire Caltech-101 dataset. The comparison of the different consistency measures dis-
The images show examples of part configurations obtained for each sub-class.

The methods for the point of interest region of the class images, while it is likely that it is not so for the standard algorithms (mostly the class objects occupy less than 50% of the class images).

In the experiment, Figure 6b illustrates the performance of car localization using the part configurations learned on the UIUC cars dataset. The part configurations were combined using ISM [11] and voted for a single reference point.

In addition, we have compared the percent of features originating in class images in the feature set returned by the UFO with the percent of such features in codebooks returned by the standard unsupervised feature selection and quantization methods, namely k-means and [9], that are extensively used in many current image classification approaches. The comparison showed that on our mix of 20% class 80% background images, the standard methods produce codebooks containing on average 22 ± 8% class features, while the UFO produces a set of features with 68 ± 15% class features (statistics computed on all Caltech-101 classes). Moreover, as can be seen in figure 2, the features selected by the UFO mostly come from the class object region of the class images, while it is likely that it is not so for the standard algorithms (mostly the class objects occupy less than 50% of the class images).

On two datasets, the hands (382 images, 6 poses, proposed by [16]) and the faces (156 images, 5 views), the proposed method was applied in an unsupervised multi-class manner in order to simultaneously separate and learn all the sub-classes. From the hand poses dataset only the test images were used. The resulting confusion matrices and the computed part configurations for the relevant clusters are shown in figure 5, showing perfect separation for face views and high performance for hand poses.

Figure 6a shows comparison of the parameters learned in the fully unsupervised setting by UFO with MI consistency measure, with ground truth most informative (maximal MI) parameters obtained with supervision. The comparison is...
performed on the 78 Caltech-101 classes for which the UFO (with MI) exceeded 20% detection with no false alarms. Surprisingly, the unsupervised method learns globally optimal parameters for more then 40%, and near optimal parameters (MI ratio of $\geq 0.8$) for about 80%, of the most discriminative features. Finally, figure 7 summarizes the results of an experiment of unsupervised clustering of images obtained from a query “jaguar” to Google’s image search.

Figure 7. Summary of the experiment on 200 first images returned by “jaguar” Google’s image search query. 30 of them contained (jaguar) animals the rest (jaguar) cars and noise. All processing was done in grayscale. All images were normalized to same vertical size. The green and the red boxes display first 20 images of two of the clusters returned by the UFO. The cluster associated with animals (green box), had 67% recall with 95% precision, and 83% recall with 72% precision in animal jaguar detection.

4. Discussion

The main novelty of the proposed approach is the discovery of multiple classification features and their detection parameters in the fully unsupervised setting by a global optimization of their joint consistency as a function of the detection parameters. The method can be applied to both unsupervised and (weakly) supervised learning tasks, as a method for reducing the dimensionality of the feature space by selecting and optimizing most discriminative features. It also proved useful as a method for unsupervised sub-class discovery. Automatic separation into meaningful sub-classes is an important tool for boosting object recognition performance, as it allows to model each sub-class individually. Future work includes extending the proposed method for optimizing descriptor combination parameters, testing additional consistency measures, and extending to the temporal domain for unsupervised discovery of consistent motion patterns, that could be applied to both action recognition and motion based object recognition.
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1. Consistency measures and their bounds

In this section we provide the proofs of the claims, stated in the paper, concerning the lower bounds for consistencies measured between pairs of features. The proofs are given following the formulations of corresponding claims for three out of the four consistency measures, considered in the paper, namely: Jaccard Index, Mutual Information and Suspicious coincidence. The bound for the case of L2 obviously follows from the triangular inequality.

1.1. Jaccard Index (JI)

Claim 2.1

\[
JI[F_i; F_j] \geq \frac{JI[F_i; C] + JI[F_j; C] - 1}{JI[F_i; C] + JI[F_j; C] - 1} \tag{1}
\]

Proof.

Here for convenience we treat \(F_i, F_j\) and \(C\) (binary row vectors of length \(N\) in the paper) as sets of indices of ones in them. Bar above a set means its complement.

Consider:

\[
|F_i \cap C| = JI[F_i, C] \cdot |F_i \cup C| \geq JI[F_i, C] \cdot |C|
\]

\[
|F_j \cap C| = JI[F_j, C] \cdot |F_j \cup C| \geq JI[F_j, C] \cdot |C|
\]

(2)

Hence:

\[
|\bar{F_j} \cap C| = |C \setminus (F_j \cap C)| = |C| - |F_j \cap C| \leq |C| - JI[F_j, C] \cdot |C|
\]

(3)

And thus:

\[
|F_i \cap F_j| \geq |(F_i \cap C) \cap (F_j \cap C)| = |(F_i \cap C) \setminus (\bar{F_j} \cap C)| \geq
\]

\[
|F_i \cap C| - |\bar{F_j} \cap C| \geq JI[F_i, C] \cdot |C| - (|C| - JI[F_j, C] \cdot |C|) =
\]

\[
= (JI[F_i, C] + JI[F_j, C] - 1) \cdot |C|
\]

(4)

Moreover:

\[
|C| \geq |F_i \cap C| = JI[F_i, C] \cdot |F_i \cup C| \geq JI[F_i, C] \cdot |F_i|
\]

(5)

which means:

\[
|F_i| \leq \frac{|C|}{JI[F_i, C]}
\]

(6)

Thus:

\[
|F_i \setminus C| \leq |F_i| - |C| \leq \frac{|C|}{JI[F_i, C]} - |C|
\]

(7)
Similarly:

\[ |F_j \setminus C| \leq |F_j| - |C| \leq \frac{|C|}{JI[F_j, C]} - |C| \]  \hspace{1cm} (8)

Hence:

\[ |F_i \cup F_j| \leq |C \cup (F_i \setminus C) \cup (F_j \setminus C)| \leq |C| + |F_i \setminus C| + |F_j \setminus C| \leq \]  
\[ \leq |C| + \frac{|C|}{JI[F_i, C]} - |C| + \frac{|C|}{JI[F_j, C]} - |C| = \]  
\[ = \left( \frac{1}{JI[F_i, C]} + \frac{1}{JI[F_j, C]} - 1 \right) \cdot |C| \]  \hspace{1cm} (9)

Combining all the above expressions we finally get:

\[
JI[F_i; F_j] = \frac{|F_i \cap F_j|}{|F_i \cup F_j|} \geq \]  
\[ \geq \left( \frac{1}{JI[F_i, C]} + \frac{1}{JI[F_j, C]} - 1 \right) \cdot |C| = \]  
\[ = \frac{JI[F_i, C] + JI[F_j, C] - 1}{\frac{1}{JI[F_i, C]} + \frac{1}{JI[F_j, C]} - 1} \]  \hspace{1cm} (10)

\[
\]  

\section*{1.2. Mutual Information (MI)}

\textbf{Claim 2.2}

Assuming that \(F_i\) and \(F_j\) are conditionally independent given class \(C\), then:

\[
MI[F_i; F_j] \geq MI[F_i; C] + MI[F_j; C] - H(C) \]  \hspace{1cm} (11)

\textbf{Proof.}

Here for convenience we treat \(F_i\), \(F_j\) and \(C\) (binary row vectors of length \(N\) in the paper) as binary random variables with joint distribution given by empirical distribution computed on the vectors (this is the ML approximation).

Consider:

\[
H(F_i, F_j) \leq H(F_i, F_j, C) = - \sum_{F_i, F_j, C} P(F_i, F_j, C) \log(P(F_i, F_j, C)) = \]  
\[ = - \sum_{F_i, F_j, C} P(F_i, F_j, C) \log(P(F_i, F_j|C) \cdot P(C)) = \]  
\[ = - \sum_{F_i, F_j, C} P(F_i, F_j, C) \log(P(F_i|C)P(F_j|C) \cdot P(C)) = \]  
\[ = - \sum_{F_i, F_j, C} P(F_i, F_j, C) \log(P(F_i|C)) - \sum_{F_i, F_j, C} P(F_i, F_j, C) \log(P(F_j|C)) - \sum_{F_i, F_j, C} P(F_i, F_j, C) \log(P(C)) = \]  
\[ = - \sum_{F_i, C} P(F_i, C) \log(P(F_i|C)) - \sum_{F_j, C} P(F_j, C) \log(P(F_j|C)) - \sum_{C} P(C) \log(P(C)) = \]  
\[ = H(F_i|C) + H(F_j|C) - H(C) \]  \hspace{1cm} (12)
Thus:

\[ MI(F_i, F_j) = H(F_i) + H(F_j) - H(F_i, F_j) \geq H(F_i) + H(F_j) - [H(F_i|C) + H(F_j|C) - H(C)] =
\]

\[ = [H(F_i) - H(F_i|C)] + [H(F_j) - H(F_j|C)] - H(C) =
\]

\[ = MI(F_i, C) + MI(F_j, C) - H(C) \quad (13) \]

\[ \square \]

1.3. Suspicious Coincidence (SC)

Claim 2.3
Assume the events \( F_i = 1 \) and \( F_j = 1 \) are conditionally independent given the event \( C = 1 \), then:

\[ SC[F_i; F_j] \geq SC[F_i; C] \cdot SC[F_j; C] \cdot P(C = 1) \quad (14) \]

Proof.
Here for convenience we treat \( F_i, F_j \) and \( C \) (binary row vectors of length \( N \) in the paper) as binary random variables with joint distribution given by empirical distribution computed on the vectors (this is the ML approximation).

\[ SC[F_i; F_j] = \frac{P(F_i = 1, F_j = 1)}{P(F_i = 1)P(F_j = 1)} =
\]

\[ = \frac{P(F_i = 1, F_j = 1|C = 1)P(C = 1) + P(F_i = 1, F_j = 1|C = 0)P(C = 0)}{P(F_i = 1)P(F_j = 1)} \geq
\]

\[ \geq \frac{P(F_i = 1, F_j = 1|C = 1)P(C = 1)}{P(F_i = 1)P(F_j = 1)} =
\]

\[ = \frac{P(F_i = 1, C = 1)P(F_j = 1, C = 1)P(C = 1)}{P(F_i = 1)P(C = 1)P(F_j = 1)P(C = 1)} =
\]

\[ = SC[F_i; C] \cdot SC[F_j; C] \cdot P(C = 1) \quad (15) \]

\[ \square \]
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Abstract

Detecting an object part relies on two sources of information - the appearance of the part itself, and the context supplied by surrounding parts. In this paper we consider problems in which a target part cannot be recognized reliably using its own appearance, such as detecting low-resolution hands, and must be recognized using the context of surrounding parts. We develop the ‘chains model’ which can locate parts of interest in a robust and precise manner, even when the surrounding context is highly variable and deformable. In the proposed model, the relation between context features and the target part is modeled in a non-parametric manner using an ensemble of feature chains leading from parts in the context to the detection target. The method uses the configuration of the features in the image directly rather than through fitting an articulated 3-D model of the object. In addition, the chains are composable, meaning that new chains observed in the test image can be composed of sub-chains seen during training. Consequently, the model is capable of handling object poses which are infrequent, even non-existent, during training. We test the approach in different settings, including object parts detection, as well as complete object detection. The results show the advantages of the chains model for detecting and localizing parts of complex deformable objects.

1. Introduction

Two main sources of information can be used for detecting a part of interest of an object: the appearance of the part itself, and the context supplied by surrounding parts. In the current paper we focus on detecting the location of a part of a deformable object using the context supplied by other parts of the object (denoted ‘internal context’ below). We also show that the same approach can be used to detect complete objects using the internal context of their parts. The detection of object parts and objects are interrelated tasks, since object parts can be used for detecting the objects, and the internal context of the object can be used to detect parts. Below, we briefly review existing recognition systems from the point of view of how they specify the relative locations of object parts, and their ability to detect a part of interest specified to the system, using the surrounding context.

Existing approaches can be divided into several groups depending on the way they model geometric relationships between parts. The simplest methods do not explicitly model feature geometry; for example, the so called bag-of-features approaches, such as [25, 3]. Another popular approach models feature geometry by a star model that allows each object part to have a region of tolerance relative to some object reference point (star center) [16, 8, 13]. The constellation model [9] allows more flexible joint Gaussian relationships between object parts. Finally, there are models that try to capture more complex feature geometry, such as feature hierarchy [6, 23], articulated spring models [7, 21, 10, 2, 14, 5] and level-set methods [22]. In terms of object and part localization, the bag-of-features methods provide only a rough estimate of object location as a cluster of relevant features. The star and the constellation models provide more specific object and part localization, but they are particularly suitable for semi-rigid objects and they do not focus on the detection of specific parts of interest. Feature hierarchies provide more flexible geometry, but are much more complex to learn, and in current approaches
[6, 23] are still restricted to semi-rigid objects. Finally, articulated models and level-set methods assume a known a-priori model of object deformation (with the exception of [21]). Such models may encounter problems when the deformations are complex and only partially covered by the training examples. Moreover, most existing approaches (except [3]) train a relatively small feature codebook (e.g., obtained through quantization of randomly sampled patch descriptors), and all geometric approaches train a fixed model for the spatial arrangement of these features. One problem with using a feature codebook and a fixed spatial model is that they are trained to fit well the majority of the training examples, while infrequent object poses in the training set are usually underrepresented. This is reflected both in the lack of features for these poses, as well as in the spatial model that does not fit well the infrequent poses. This problem becomes particularly significant when the task is the detection of parts of a highly deformable object, such as hand detection, since many of the possible object poses are infrequent in the training set.

The goal of the proposed approach is to obtain precise localization of parts of highly deformable objects. An example goal would be detecting the hand location in images of people captured from a distance or in a pose that does not allow detecting the hand reliably based on its own appearance. The approach is different from past approaches in several respects. First, the model focuses on detecting parts of interest, whereas many recognition models focus on the detection of the object itself, and ambiguous parts may be missed during recognition. Second, the way it captures geometric relations between features is neither through a semi-rigid model, such as a star or a constellation, nor through an articulated model fitted to the majority of the training set. Instead, we propose a new non-parametric probabilistic model (the chains model) and its associated inference algorithm, which can efficiently handle complex non-rigid feature configurations. This is obtained by using multiple feature chains leading from potential source features to the target part. Third, instead of using a relatively small feature codebook, all of the relevant features extracted from the training images are retained and efficiently used during the testing. Consequently, the model is able to represent information from all training images, including images containing rare poses. Fourth, all relative pair-wise spatial configurations of the relevant features extracted from the training images are retained and used to build the geometric model for the features on the test image. As a result, even rare poses are not under-represented, both in terms of the features as well as in terms of their geometric model. An overview of the approach is given in figure 1.

The remainder of the paper is organized as follows. Section 2 describes the proposed approach and its implementation details. Section 3 describes the experimental validation. Summary and discussion are provided in section 4.

2. Method

This section describes the proposed ‘chains model’, the associated feature selection approach and the implementation details of the method. For clarity, the hand detection task will be used for illustrating the proposed method. In addition, we describe the use of the method for full object detection in section 2.3.

Intuitively, the chains model describes an assembly of feature chains of arbitrary length that start at some known reference point on the object, such as an automatically detected face, and terminate at the detection target, such as the hand. The chains model is a generative model for the set of features extracted from the test image. It generates some of the features by creating a feature chain between the source (face) and the target (hand) parts. The rest of the features are generated independently out of the ‘world’ distribution, i.e. marginal distribution over all images. During inference, we marginalize over all possible feature chains between the face and the hand. This is shown to be equivalent to summing over simple paths in a graph connecting the features extracted from the test image, with edge weights that are related to the so-called suspicious coincidence between the neighboring features. We show how we can approximate the solution of the inference problem by a simple computation using the adjacency matrix of the constructed graph.

In the algorithm, the method for estimating different empirical probabilities of the features is similar to the one used by [3], and is based on Kernel Density Estimation (KDE) over neighbors computed using the Approximate Nearest Neighbor (ANN) technique. The details of this computation are described in section 2.5.

2.1. Feature extraction

For each image \( I_n \) (training or test), the face location is detected using an off-the-shelf method (we used [13]). Denote the location of the detected face by \( t^f_n = (x^f_n, y^f_n) \) and its horizontal size of by \( s_n \). All other distances, offsets and patch sizes are computed relative to \( s_n \), eliminating the dependence on the scale of the person. We extract a dense set of features centered on all edge points of \( I_n \) (detected by [18]) sampled with a spacing of \( \min(0.2 \cdot s_n, 4) \) pixels. Denote the set of extracted features by \( F_n = \{ f^j_n = \langle SIFT^j_n, X^j_n \rangle | j = 1, 2, \ldots, k_n \} \), where \( k_n \) is the total number of features extracted from image \( I_n \), \( SIFT^j_n \) is the SIFT descriptor (128-D row vector) [17] of feature \( j \) from image \( I_n \), computed for \( s_n \times s_n \) sized patch centered at location \( X^j_n \) (2-D row vector). For training images only, we also denote the marked hand location in image \( I_n \) by \( t^h_n = (x^h_n, y^h_n) \). For training and quantitative evaluation, ground truth hand locations were semi-automatically iden-
Lvariable assignments, e.g.,

\[ L^j = \ell_N^j \]

is the observed location of the reference part (e.g., hand). The edge symbolizes the chains ‘feature graph’ constructed over the set of observed features \( \{ F^i = f_N^i \} \). Unobserved variables \( T \) and \( M \) (affecting all the nodes) select a simple path \( T \) (red) of length \( M \) on the graph. Features not on this path are generated from their respective ‘world’ distributions. During inference we marginalize over \( T \) and \( M \), summing over paths on the graph going from the reference part to each candidate location of the target part. (b) Chains model applied for full object detection as an extended star model. (c) Star model. Unobserved binary variables \( \Lambda^j \) (one per feature), control whether the feature is generated with respect to the star center or from its ‘world’ distribution.

**2.2. Feature selection for target (hand) detection**

The training stage proceeds as follows. The algorithm receives a set of training frames in which a person performs various hand movements. At each frame, both the hand and the face locations are marked by a single point each, as described in Section 2.1. No motion information is used. The feature selection procedure then retains 100 features with highest likelihood ratio from each training image. The ratio \( \Lambda^j \) for feature \( f_N^j \) in image \( I_N \) is computed as:

\[
\Lambda^j = \frac{P(L^j = \ell_N^j, F^j = f_N^j, I^j = \ell_H^j)}{P(L^j \neq \ell_N^j, F^j = f_N^j, I^j = \ell_H^j)}
\]

where the random variables \( L^j \) and \( I^j \) designate the hand and face locations respectively, and \( F^j \) is a random variable for the \( j \)-th observed feature. Throughout the paper we will use a shorthand form of variable assignments, e.g., \( P(\ell_H^j) \) instead of \( P(I^j = \ell_H^j) \).

As we found in our experiments, this feature selection criterion favors features whose presence correlates with the target part location (e.g., many arm features were automatically selected for hand detection). The probabilities used to compute \( \Lambda^j \) are estimated as described in section 2.5.

**2.3. The chains model**

**Model definition.** The chains model is a generative model for the features extracted from the test image \( I_N \). The observed variables of the model are the extracted features \( F_N = \{ F^j = f_N^j \} = \{ SIFT_N^j, X_N^j \} \) and the detected face (source part) location \( L^j = \ell_H^j \). The upper index \( j \) of the features is according to some arbitrary order of the feature extractor (the order is immaterial for the subsequent computation). The unobserved variables are the location of the hand (target part) denoted by \( L^h \), an arbitrary length \( M \) and an ordered list of feature indices denoted by \( T = \{ T(1), \ldots, T(M) \} \), where \( 1 \leq T(i) \leq k_N \). \( k_N \) is the number of features extracted from image \( I_N \). The list \( T \) defines a simple chain of features (i.e., without repetitions). The joint distribution of all these variables is taken to be:

\[
P_{CH} \left( M, T, L^h, \ell_H^j, \{ f_N^j \} \right) = P(M, T) \cdot \frac{P \left( L^h \left| f_N^{T(M)} \right. \right) \cdot \prod_{m=1}^{M-1} P \left( f_N^{T(m+1)} \left| f_N^{T(m)} \right. \right) \cdot P \left( f_N^{T(1)} \left| \ell_H^j \right. \right) \cdot \prod_{j \in T} P_W \left( f_N^j \right)}{
\prod_{f_N^j \in F_N} P_W \left( f_N^j \right)}
\]

In this expression, along the chain we use the conditional probability of each feature given its chain predecessor, and for features outside the chain we take the independent product of their ‘world probabilities’. The distribution \( P(M, T) \) is taken to be uniform over simple chains of length up to \( M = 4 \) and such that locations of neighboring chain features are neither too close nor too far apart (i.e for any \( 1 \leq m < M : \frac{3}{2}s_N \leq \| X_N^{T(m+1)} - X_N^{T(m)} \| \leq \frac{3}{2}s_N \)).

\( P_W \left( f_N^j \right) \) is the ‘world’ probability for generating the feature \( f_N^j \), i.e., the probability to observe \( f_N^j \) either on the object or in the background. \( P_W \left( f_N^j \right) \) is used to generate all of the features that lie outside the chain \( T \). \( P \left( f_N^{T(1)} \left| \ell_H^j \right. \right) \) is the conditional probability for transition from the face to the first feature on the chain, and \( P \left( L^h \left| f_N^{T(M)} \right. \right) \) is the probability of transition from the last feature on the chain to the hand. All of these probabilities will be explicitly defined in section 2.5. We next divide the joint \( P_{CH} \) by the term \( \prod_{f_N^j \in F_N} P_W \left( f_N^j \right) \), which is fixed for a given image \( I_N \), thus rewriting the joint in an equivalent form as:
\begin{align*}
P_{CH}(M,T,L^h, \ldots) &\propto P(M,T) \cdot \frac{P\left(f^{T(1)}_N, \ell^L_N\right)}{P_W\left(f^{T(1)}_N\right)}, \\
P\left(L^h \parallel f^{T(M)}_N\right) &\cdot \prod_{m=1}^{M-1} \frac{P\left(f^{T(m+1)}_N \parallel f^{T(m)}_N\right)}{P_W\left(f^{T(m+1)}_N\right) \cdot P\left(f^{T(m)}_N\right)} \quad (2)
\end{align*}

Here, \( P\left(f^{T(m)}_N\right) \) is the marginal of the pairwise probability: \( P\left(f^{T(m+1)}_N \parallel f^{T(m)}_N\right) \). The chains model is schematically illustrated in figure 2a.

**Inference.** The goal of the inference is to compute the posterior distribution over the hand locations:

\[ P_{CH}\left(L^h \parallel \ell^L_N, \{ f^j_N \} \right) \propto \sum_{M,T} P_{CH}(M,T,L^h, \ell^L_N, \{ f^j_N \}) \]

To compute this posterior, we define a directed weighted ‘feature graph’ \( G_N \). The nodes of \( G_N \) are \( \{ f^j_N \} \), and edges connect all pairs of features \( f^j_N \) and \( f^k_N \) for which \( \frac{1}{2} \leq w_{jk} \leq 2 \). The weight on the directed edge from node \( f^j_N \) to node \( f^k_N \) is \( w_{jk} = \frac{P(f^j_N, f^k_N)}{P_W(f^j_N) P_W(f^k_N)} \) (a ratio similar to ‘suspicious coincidence’). The adjacency matrix \( A_N \) of \( G_N \) is a matrix in which entry \( jk \) is equal to \( w_{jk} \) if the directed edge from \( f^j_N \) to \( f^k_N \) exists in \( G_N \) and is zero otherwise. Using this notation, the marginal over chains of length smaller or equal to \( M \) can be computed as:

\begin{align*}
P_{CH}\left(L^h \parallel \ell^L_N, \{ f^j_N \} \right) &\propto \sum_{M,T} P_{CH}(M,T,L^h, \ldots) = \\
D \cdot C^* \cdot S &\approx D \cdot C \cdot S, \text{ where } C = \sum_{m=0}^{M-1} (A_N)^m; \\
D &= \left[ P\left(L^h \parallel f^j_N\right), \ldots, P\left(L^h \parallel f^k_N\right) \right]; \\
S &= \left[ \frac{P\left(f^j_N, \ell^L_N\right)}{P_W\left(f^j_N\right)}, \ldots, \frac{P\left(f^k_N, \ell^L_N\right)}{P_W\left(f^k_N\right)} \right]^T
\end{align*}

where rectangular brackets denote row vectors. Here \( S \) is the source vector containing edge weights between the source part and its neighbors; \( C^* \) is the chains matrix, where entry \( jk \) is the sum of products of weights on all simple paths going from node \( k \) to node \( j \) in the graph \( G_N \); and \( D \) is the target vector containing the edge weights between the target part and its neighbors. The matrix \( C \) is used as an easily computable approximation of \( C^* \), obtained by summing over all paths of length \( \leq M \), and not only over simple paths. The reason to use an approximation is that computing \( k \) best simple paths is costly [12], and in our experiments we have found the simple approximation to be sufficient. Entry \( jk \) of the adjacency matrix \( (A_N)^m \) is the sum of the weights of all directed paths of length \( t \) going from node \( k \) to node \( j \), where the weight of a path is a product of weights of edges on it. Consequently, finding \( L^h \) that maximizes eq. 3 is equivalent to max-marginal inference over the posterior of the chains model. Thus the inference in the model is simple and straightforward, involving only a few matrix multiplications. Interestingly, it is also possible to compute in a similar manner the Maximum A-Posteriori (MAP) inference for the chains model, using the observation that \( \sqrt{a^r + b^r} \rightarrow \max (a, b) \). Raising each entry of \( D, A_N \) and \( S \) to a sufficiently large power \( r \), obtaining the respective \( D_r, A_N^r, S_r \), and \( C_r = \sum_{m=0}^{M-1} (A_N^r)^m \), and maximizing \( \sqrt{D_r \cdot C_r \cdot S_r} \) becomes equivalent to a MAP inference for the chains model. We have experimentally observed that using a combination of MAP and max-marginal inference attains the best performance. We maximize \( D \cdot \sqrt{C_r \cdot S_r} \), where the \( r \)-th root here is taken entry-wise. This is equivalent to maximizing a sum over all of the features in terms of their votes for possible hand locations, where each feature vote is determined by the single maximal chain reaching it from the source part. We use this method with \( r = 10 \) in all our experiments. Finally, it is also possible to use the same set of selected features for detecting multiple object parts by replacing the vector \( D \) with a matrix in which each row corresponds to a part being detected.

**Star as a special case.** Noteworthy, setting \( C = I \) in eq. 3 reduces the chains model to a variant of the popular star model illustrated in figure 2c. This variant allows each feature to independently choose to be generated either by the object or the world distributions. The proof of this reduction and the detailed description of the star model variant are beyond the scope of the current paper and are provided in supplementary material. In section 3 we quantitatively show the advantage of the chains model over the star model for highly deformable part detection.

### 2.4. Full object detection

The chains model can also be applied with some modifications to the task of full object detection. Similar to part detection, the model can use the test image features to point at the object location, either directly, or via intermediate feature chains (see figure 2b). In this section we describe how to apply the chains model to object detection. In the final discussion we consider the integration of objects and object parts detection within the chains model.

For detection at the object level, we eliminate the detection of the chain’s source part, thereby allowing an arbitrary source location. As we no longer have a reference scale (obtained from the source size), the features’ SIFT descriptors are computed for patches of a fixed predefined size (20 × 20 pixels). Instead, multi-scale support is achieved by testing each image at multiple scales. The training stage runs on a set of positive images (with objects roughly aligned in lo-
We next show how to efficiently compute, from the training data, all of the probabilities used in the model and during the feature selection. These probabilities are computed using Kernel Density Estimation (KDE). Given a set of samples from a distribution of interest $\{Y_1, \ldots, Y_R\}$, a Gaussian KDE estimate $P(Y)$ for the probability of a new sample $Y$ can be approximated as:

$$P(Y) \propto \frac{1}{R} \cdot \sum_{r=1}^{R} \exp \left(-\frac{||Y - Y_r||^2}{2\sigma^2}\right)$$

$$\approx \frac{1}{R} \cdot \sum_{Y \in \text{ENN}} \exp \left(-\frac{||Y - Y_r||^2}{2\sigma^2}\right)$$

(4)

where $\text{ENN}$ is the set of nearest neighbors of $Y$ within the given set of samples. When the number of samples $R$ is large, brute-force search for the $\text{NN}$ set becomes infeasible. Therefore, we use Approximate Nearest Neighbor (ANN) search (in the implementation of [19]) to compute the KDE. For a given training image $I_n$ or test image $I_N$, table 1 describes the computation of all the required model probabilities. In each case, the computation is based on an ANN query. The accuracy of all of the computations depends on the size of the NN set. In our experiments we found that it is sufficient to use $K = 25$ (which was used throughout). We used $\sigma = \begin{cases} 0.5, & \text{for } P(f_n^k, f_n^l) \\ 0.35, & \text{otherwise} \end{cases}$

Differential value for $P(f_n^k, f_n^l)$ is due to the higher dimensionality of the associated ANN query, which leads to accuracy loss of the ANN implementation of [19].

### 3. Results

For the task of hand detection, the chains model was compared with two types of models: a star model (described in the supplementary) and state of the art methods specialized for human pose estimation [10, 2, 14, 5]. The star model we used is a high performance method, which gives state of the art results on several standard classification datasets. The comparisons were performed on several datasets including three collected by us, two ‘sign language’ datasets collected by [5], and the ‘Buffy’ dataset collected

| Table 1. Computations of all the required model probabilities using ANN queries. A query for a vector $Y$ in a set $S$ returns a set of $k$ neighbors, from which the estimated probability is computed by Gaussian Kernel Density Estimation - KDE($V$, $S$). |
|-----------------|-----------------|-----------------|
| Probability (KDE($V$, $S$)) | Query vector ($V$) | Queried set ($S$) |
| $P_W(f_n^k)$ | $\text{SIFT}_N$ | $\{\text{SIFT}_n^i | 1 \leq i \leq R, \text{all } k\}$ |
| $P(f_n^k)$ | $\text{SIFT}_S$ | $\{\text{SIFT}_n^i | 1 \leq i \leq R, \text{selected } k\}$ |
| $P(O, f_n^k)$ | $\text{SIFT}_O$ | $\{\text{SIFT}_n^i | 1 \leq i \leq R, O_n^k = O\}$ |
| $P(f_n^k, f_n^l)$ | $[\text{SIFT}_n^i, \alpha_N \cdot (X_n^k - \ell_n^k)]$ | $\{\text{SIFT}_n^i, \alpha_N \cdot (X_n^k - \ell_n^k) \mid 1 \leq i \leq R, \text{selected } k\}$ |
| $P(f_n^k, f_n^l)$ | $[\text{SIFT}_n^i, \alpha_N \cdot (X_n^k - \ell_n^k)]$ | $\{\text{SIFT}_n^i, \alpha_N \cdot (X_n^k - \ell_n^k) \mid 1 \leq i \leq R, \text{selected } m \land \ell\}$ |
| $P(L_n^k, f_n^l)$ | $[\text{SIFT}_n^i, \alpha_N \cdot (L_n^k - X_n^k)]$ | $\{\text{SIFT}_n^i, \alpha_N \cdot (L_n^k - X_n^k) \mid 1 \leq i \leq R, \text{selected } k\}$ |
| (1) $P(f_n^k, f_n^l)$ | $\text{SIFT}_n^i, \alpha_N \cdot (X_n^k - \ell_n^k)$ | $\{\text{SIFT}_n^i, \alpha_N \cdot (X_n^k - \ell_n^k) \mid 1 \leq i \leq R, \text{all } k\}$ |
| (2) $P(L_n^k, f_n^l)$ | $\text{SIFT}_n^i, \alpha_N \cdot (L_n^k - X_n^k)$ | $\{\text{SIFT}_n^i, \alpha_N \cdot (L_n^k - X_n^k) \mid 1 \leq i \leq R, \text{all } k\}$ |

$1$ all $k$ - all of the features extracted from the training images, ‘selected’ $k$ - only the selected features, ‘selected’ $m$ and $\ell$ - pairs of selected features.  
A selected feature $f_n^k$ is a valid neighbour of a query feature $f_n^l$ iff $f_n^k$ is within $\leq \ell_n^k$ from $f_n^l$, where the threshold $\ell_n^k$ is such that $P(f_n^k = \text{true}, f_n^l = \text{false})$ computed using only neighbors that passed $\ell_n^k = 0$. Features $f_n^k$ without any valid neighbors are not considered.  
For both $P(f_n^k)$ and $P(f_n^l)$, the location component of the feature, i.e. $X_n^k$, is assumed to be distributed uniformly.  
$O$ is binary and $O_n^k = \text{true}$ means that $I_n^k$ is a positive training image.  
$\alpha_n$ is such that $\alpha_n = 1/s_n$ is a scale factor, where $s_n$ is the horizontal size of the face in image $I_n$. (+) stands for $n, N, t$  
To limit the set of features reachable directly from the source part, we set $P(f_n^s, f_n^l) = 0$ when $\alpha_N \cdot (X_n^s - \ell_n^s) \leq \theta_s$  
To limit the set of features that can vote for the target part, we set $P(L_n^s, f_n^l) = 0$ when $\alpha_N \cdot (L_n^s - X_n^s) \leq \theta_s$  
For speed, we query using only $\text{SIFT}_O$, and add the offset component directly to the KDE.  
Define $\text{HandDist}^n_i = \|\alpha_n \cdot (\ell_n^i - X_n^i) - \alpha_n \cdot (L_n^k - X_n^k)\|$. Restrict to neighbors with $\text{HandDist}^n_i \leq 0.75$, for (1) $\text{HandDist}^n_i > 0.75$, for (2)

$\{I_1, \ldots, I_R\}$ denotes the set of the training images.
**3.1. Hand Detection**

**Our datasets.** For our experiments, we collected three datasets denoted by ‘ST’, ‘PCG’, and ‘Horse’. The ST dataset consists of four movies (about 3000 frames each) of four different people performing various hand movements. The PCG dataset has 12 movies of 12 different people (about 600 frames each). The Horse dataset consists of a single movie of a running horse (1331 frames). For the horse dataset the ground truth was obtained by manually marking the front left hoof and the head locations. Experiment on the Horse dataset demonstrates that, unlike methods tailored to the human body, exactly the same chains model algorithm (using the same parameters) can be used to detect deformable parts of both humans and animals. The experiments on our datasets were divided into three different test scenarios. The ST and the Horse datasets were used for testing in the ‘self-trained’ scenario. The first 1000-1500 frames of each movie sequence present in the dataset were used for training and the rest were used for testing. The PCG dataset was used to test cross-generalization between different people in different clothing. The experiment was performed in a leave-one-out manner: each of the twelve movie sequences present in the dataset was used for testing while the remaining sequences were used for training. Finally, the ‘full-generalization’ scenario included training on all frames of the PCG dataset, and testing on the ST dataset training frames (having the widest variety of poses). This scenario tested both the generalization to new people and clothes, as well as to new unseen background. Two of the four people in ST dataset were present (in different clothing) in the PCG dataset and were excluded from the PCG training in their respective tests. The method of [2] attained 38.5% hand detection rate on the ST dataset. Its performance is to be compared with the results of the ‘full-generalization’ scenario of our method since it was not trained on any of our training data. Although [2] was not given the detected face locations, it detected the face correctly in all but a very few test frames.

**Sign language datasets.** These two datasets include a ‘BBC news’ dataset containing a full BBC news sequence with a single signer, and a ‘5-signers’ dataset - a collection of frames from 5 news sequences, with different signers. Both datasets were collected by [5]. On the BBC news dataset the experiment was performed in a ‘self-trained’ fashion. We have manually marked the ground truth hand locations for the first 3115 frames. The first 600 frames

Table 2. Comparison of hand detection results of the chains model and the star model applied on ST, PCG and Horse datasets in various test scenarios. The columns titled ‘1 max’, ‘2 max’, etc., measure the detection performance within the top k local maxima after non-maximal suppression with the radius of 0.25 face width. In all of the scenarios, the standard deviation of the chains performance is about 4%. In the full generalization scenario the performance of [2] is 38.6%. In the horse hoof detection experiment, the reason for the 63% in the ‘1 max’ vs. 90.3% in ‘2 max’, is that the system had a hard time distinguishing between the front-left and right hoofs. This distinction was found confusing to humans as well.

<table>
<thead>
<tr>
<th>Scenario + Dataset</th>
<th>Chains</th>
<th>Star</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 max</td>
<td>2 max</td>
</tr>
<tr>
<td>self trained (ST)</td>
<td>87.3</td>
<td>93.9</td>
</tr>
<tr>
<td>self trained (Horse)</td>
<td>63.1</td>
<td>90.3</td>
</tr>
<tr>
<td>person cross-generalization (PCG)</td>
<td>86.9</td>
<td>93.5</td>
</tr>
<tr>
<td>full generalization (ST)</td>
<td>73.2</td>
<td>86.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Setting</th>
<th>1 max</th>
<th>2 max</th>
<th>3 max</th>
<th>4 max</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBC news</td>
<td>96.8</td>
<td>99</td>
<td>99.5</td>
<td>99.6</td>
</tr>
<tr>
<td>5 signers</td>
<td>84.9</td>
<td>92.8</td>
<td>95.4</td>
<td>96.7</td>
</tr>
<tr>
<td>Buffy</td>
<td>47</td>
<td>53.9</td>
<td>56.7</td>
<td>59.7</td>
</tr>
</tbody>
</table>

Table 3. Comparison of hand detection results of the chains model and past methods applied on sign language and Buffy datasets. (1) [10, 14] reported average of detections of all 6 upper body parts. We believe this can be considered an upper bound on the hand detection percentage since the method by Andriluka et al. [2] that achieves 46.1% correct lower arm detection obtained 73.5% average detection for all the 6 body parts. (2) Result of [10] was obtained on 88% of frames in the dataset using foreground segmentation, 41% - without using foreground segmentation.
Table 4. Comparison between different methods by precision-recall at EER: (a) UIUC car testset; (b) Weizmann Horses dataset, the larger advantage of the chains may be related to fact that horses are somewhat more flexible than rigid 3-D objects, such as cars.

were used for training and the remaining 2515 frames were used for testing. This is compatible with the experiment of [5], who also trained and tested on the same sequence. Notably, [5] used color and tracking cues, and quantitatively tested only on 296 frames. On the 5-signers dataset, the experiment was in the ‘full-generalization’ mode. All 195 frames of the 5-signers dataset were used for testing the model trained on the first 600 frames of the BBC news dataset. We consider our setting to be more challenging than the one used in [14], who trained and tested on the same signers in their 5-signers dataset experiment.

**Buffy dataset.** The ‘Buffy’ dataset was collected by [10]. It contains frames selected from 4 episodes of the popular series ‘Buffy the Vampire Slayer’. The methods we compared with used frames from the first 3 episodes for testing (308 images) and the 4th episode is reserved for training. In our experiment on this dataset, we have trained the chains model on our PCG dataset plus 5 additional short movie sequences of standing people we shot in our lab. The reason for using additional movies is that the PCG dataset contained only sitting people, while ‘Buffy’ dataset consists mostly of standing people. Ground truth face locations were used. We do not consider this to be a significant advantage since the top competing method [2] achieved 96% correct head detection and thereby mostly had the correct head locations as well. Since most of the Buffy frames are very dark and of low contrast, histogram equalization was applied to all of the frames.

### 3.2. Full object detection

**Car Detection.** The UIUC car dataset contains side-view images with one or more cars. Using 550 positive and 500 negative training images and 200 cars in 170 test images of the UIUC single scale dataset, the chains model achieved the recall of 99.5% at precision-recall Equal Error Rate (EER). In addition, to test cross-dataset generalization, we replaced the original UIUC training set with Caltech-101 cars, still achieving a competitive recall of 93.4% at EER.

**Horse Detection.** The Weizmann Horses dataset consists of 323 side-on horse images in natural environments. The horses vary in breeds, textures, and articulations. The chains model achieved 97.5 ± 1% recall at EER computed by a 3-fold cross-validation (with 500 negative images).

![Figure 3. Qualitative examples, see supplementary for more examples and movies. Demonstrates hand detection for people in various environments, poses and clothing. Object detection is illustrated by horse detection, chains posterior is overlayed on the image (red = high posterior), star marks the global maximum.](image)

### 4. Discussion

The chains model described in this paper locates parts of interest in a robust and precise manner, even when the surrounding context is highly variable and deformable. Three properties of the chains model make it particularly useful for this task. First, evidence is combined in a flexible and comprehensive manner: for a given part, information from all other parts which can supply evidence regarding the part’s location, either directly or indirectly via other parts,
is used. Second, the computation efficiently combines evidence in parallel from a large number of chains and sub-chains. Finally, it is a non-parametric model, in which the required probabilities are derived for a new image using all the information stored during training. Moreover, the probabilities are estimated using nearest neighbors, which can handle effectively feature configurations that are relatively infrequent in the training data. Another useful property of the model is that it uses image features directly, without relying on domain-specific parametric models, such as models that use articulated skeletons of humans and animals.

Recognition at the full object level is naturally included in the scheme, since chains in the model lead to a target, which can be either a part or the full object. At the object level, the chains model can be viewed as an extended star model, and consequently the performance in object detection is competitive with similar top-performing schemes in the domains tested. The chains model can then use partial detection obtained during the first recognition phase as sources for the recognition of additional, difficult to detect, parts, embedded in deformable context. The detection of ambiguous parts by the chains model can also be naturally combined with other recognition schemes: partial results obtained by other recognition schemes can be augmented by serving as sources for disambiguating chains.

The training of the chains model for the part detection task requires training images with labeled reference and target parts. In practice, these can often be obtained automatically; for example, for hand detection, we used a face detector and a colored glove tracking. More generally, the model can be trained to generalize from cases in which the target part is recognizable on its own, to cases in which it is not.

Regarding future directions, the chains model may be extended to provide a useful component for scene recognition at multiple levels: chains can connect parts and objects, as well as related objects in a scene, providing a vehicle for the use of context in the recognition of scenes, objects and parts. Finally, it would be interesting to extend the chains model to deal with video input by developing spatio-temporal chains, traversing features within a frame as well as across nearby frames in a video sequence.
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This manuscript contains the supplementary material for the paper: ‘The chains model for detecting parts by their context’. Section 1 describes the movies, provided within the current supplementary, showing examples of deformable part detection on various datasets and scenarios. Section 2 describes in details the star model being a special case of the chains model and provides the proof of the corresponding reduction. And finally, figures 2, 3, and 4 depict more additional examples of hand and car detection on ‘5-signers’, ‘Buffy’, and UIUC cars datasets respectively. The aforementioned datasets are described in the paper.

1. Movies

Five movies are provided together with this supplementary material. They contain sample results of different deformable part detection experiments. The quantitative evaluation of the results for all of these experiments can be found in the paper. To view the movies it is necessary to have the Xvid codec installed. The codec can be found within K-lite codec pack:

http://www.codecguide.com/download_kl.htm

The movies illustrating the results of various experiments performed on our datasets are:

1. ‘self_trained_ST_Xvid.avi’ - shows a sample result of the self-trained experiment on the ST dataset.
2. ‘person_cross_generalization_PCG_Xvid.avi’ - contains a sample result of the person-cross-generalization experiment on the PCG dataset.
3. ‘full_generalization_ST_Xvid.avi’ - provides example results of the full-generalization experiment on the ST dataset.

In these movies, only the right hand of the person is being detected. A green star marks the detected location of the right hand. Red color inside the star means that the star shows the location of the first maximum of the chains model posterior, and green color means that the star depicts the location of the second maximum. The frame-rate of the movies was increased in order to meet the size restrictions of the supplementary submission regulations.

The movie ‘self_trained_Horse_Xvid.avi’ shows the result of the horse hoof detection experiment. The green star marks the detected location of the front left hoof of the horse (meaning front left from the point of view of the horse). Again red color inside the star means 1st maximum, green - the 2nd maximum, and (in case of the horse only) no color inside the star means the 3rd maximum.

Finally, the movie ‘self_trained_BBC_news_Xvid.avi’ demonstrates results of the self-trained experiment on the ‘BBC news’ dataset. Both right and left hands are being detected. The detected location of the right hand is marked as above, and the detection of the left hand is marked by a yellow star. The colors inside the stars are as above, red means the 1st maximum, and green (or yellow) - the 2nd maximum.
2. Appendix: Star as a special case of the chains model

We show here that a variant of the popular star model is in fact a special case of the chains model presented in the paper. This variant allows each feature to independently choose to be generated by the object or the world distributions. Consider the following generative star model, also illustrated graphically in figure 1:

\[
P \left( L^h, \left\{ F^j = f^j_N \right\}, \left\{ A^j \right\} \right) = \prod_{j=1}^{k_N} P \left( F^j = f^j_N \right) \prod_{j=1}^{k_N} P \left( A^j \right)
\]

where \( L^h \) is the unobserved star center (detection target) location and we assume \( P \left( L^h \right) \) is uniform, \( \left\{ f^j_N \mid 1 \leq j \leq k_N \right\} \) are the features extracted from the test image \( I_N \), and \( A^j \) is an unobserved binary variable with \( P \left( A^j = 1 \right) = \alpha \) that controls whether the \( j \)-th feature \( F^j \) is generated by the object or the world distributions, namely:

\[
P \left( F^j = f^j_N \mid A^j, L^h \right) = \begin{cases} P^* \left( F^j = f^j_N \mid L^h \right) & \text{if } A^j = 1 \\ P_W \left( F^j = f^j_N \right) & \text{if } A^j = 0 \end{cases}
\]

where \( P_W \left( F^j = f^j_N \right) \) is the ‘world’ probability of the feature \( f^j_N \) that is defined in the paper, and the probability \( P^* \) is defined as:

\[
P^* \left( F^j = f^j_N \mid L^h \right) \propto P^* \left( F^j = f^j_N, L^h \right) = P \left( L^h \mid F^j = f^j_N \right) \cdot P_{obj} \left( F^j = f^j_N \right)
\]

where \( P \left( L^h \mid F^j = f^j_N \right) \) is defined as above and \( P_{obj} \left( F^j = f^j_N \right) \) is the ‘object’ distribution of the feature \( f^j_N \).

It is proportional to \( P \left( F^j = f^j_N \right) \) defined in the paper when there is no observed source part \( L^f \), and to \( P \left( F^j = f^j_N, L^f = l^f_N \right) \) when there is one (see paper section 2.5 and table 1 for details).

We show below that this star model is equivalent to using the chains model with chains of length one. In the star model, inference for the posterior of the center location involves the following marginalization over unobserved
variables $A^j$ (here equivalence $\sim$ is in terms of maximizing the posterior):

\[
\log P(L^h \mid \{F^j = f^j_N\}) = \\
\log \left[ P(L^h) \cdot \prod_{j=1}^k \sum_{A^j=0}^1 P(A^j) \cdot P(F^j = f^j_N \mid A^j, L^h) \right] = \\
\sum_{j=1}^k \log \left[ \sum_{A^j=0}^1 P(A^j) \cdot P(F^j = f^j_N \mid A^j, L^h) \right] = \\
\sum_{j=1}^k \log \left[ \frac{P^*(F^j = f^j_N \mid L^h)}{\gamma P_W(F^j = f^j_N)} + 1 \right] + \sum_{j=1}^k \log \left[ (1 - \alpha) \cdot P_W(F^j = f^j_N) \right] \sim \\
\sum_{j=1}^k \log \left[ \frac{P^*(F^j = f^j_N \mid L^h)}{\gamma P_W(F^j = f^j_N)} + 1 \right] \approx \sum_{j=1}^k \frac{P^*(F^j = f^j_N \mid L^h)}{\gamma P_W(F^j = f^j_N)} \sim \\
\sum_{j=1}^k P(L^h \mid F^j = f^j_N) \cdot \frac{P^*_o(F^j = f^j_N)}{P_W(F^j = f^j_N)} = P_{CH} \left( L^h \mid \{F^j = f^j_N\} \right)
\]

(3)

where $\sum_{j=1}^k \log \left[ (1 - \alpha) \cdot P_W(F^j = f^j_N) \right]$ is a constant independent of $L^h$ and $\gamma = (1 - \alpha) / \alpha$. The transition (*) follows from $\log (1 + \varepsilon) \approx \varepsilon$ for $\varepsilon < < 1$, and from

\[
\frac{P^*(F^j = f^j_N \mid L^h)}{\gamma \cdot P_W(F^j = f^j_N)} < < 1
\]

(4)

since we can take $\gamma$ to be large, reflecting the fact that most features are generated from the background distribution.

The distribution $P_{CH} \left( L^h \mid \{F^j = f^j_N\} \right)$ is exactly the marginal distribution of the chains model restricted to chains of length one. The approximate chains model posterior distribution of $L^h$ is $D \cdot C \cdot S$ (see the paper, page 4, eq. 3). For a star model $C = I$, therefore the star model posterior is equal $D \cdot S$. In the paper we quantitatively show the advantage of the chains model over the star model for highly deformable part (e.g., hand) detection.
Figure 2. Additional examples of hand detection on 5-signers dataset. A green star marks the detected location of the right hand of a person, the detected location of the left hand is marked by a yellow star.
Figure 3. Additional examples of hand detection on Buffy dataset. A green star marks the detected location of the right hand of a person, the detected location of the left hand is marked by a yellow star.
Figure 4. Additional examples of car detection on UIUC cars dataset. A yellow box marks the detected location of the car, the ground truth location is marked by a red box.
Abstract. This paper presents an approach for the recognition of similar actions, which include an actor, a tool and in some cases a recipient of the action, using only single images as input. Examples in the current study include drinking, toasting, talking on the phone, wearing glasses, etc. These actions are similar in terms of body pose, the objects involved are typically small and partially occluded, and the background scene can be arbitrary. Due to these factors, it is difficult to apply standard approaches for object recognition to recognize these actions as objects. We propose an approach that applies a two-stage interpretation procedure to each training or test image. The first stage produces accurate detection and localization of the relevant body parts of the actor. The second stage extracts features from locations anchored to the detected body parts, and uses these features together with the relative configuration of these parts in order to recognize the action. During training, this allows the automatic discovery and construction of implicit non-parametric models for different important aspects of the actions, such as relevant objects, types of grasping, and hand-object and body part configurations. During testing, this allows the approach to extract distinctive features specifically from restricted image regions that contain the relevant information for recognizing the action. As a result, we eliminate the need to have a priori models for relevant objects, and become capable of learning from action labels only, without labeling of the body parts and relevant objects. Focusing in a body-anchored manner on the relevant regions makes it possible to automatically learn the distinctions between highly similar actions, increases efficiency, and considerably enhances recognition results.

1 Introduction

This paper deals with the problem of recognizing transitive actions in single images. Transitive actions are actions involving an actor, a tool, and in some cases, a recipient of the action. Some simple examples are drinking from a glass, talking on the phone, eating from a cup with a spoon, and brushing teeth. The more popular type of actions, covered in the majority of computer vision action recognition literature [1], are intransitive actions, which typically involve only an actor who performs some (repetitive) sequence of movements, such as walking, jumping, and sitting down. Such intransitive actions are characterized
A number of approaches have been developed to deal with dynamic action recognition from short video sequences. Different approaches in this category used different levels of specificity of the spatio-temporal information recovered from the dynamic scene including bag of spatio-temporal features, e.g. [2–4], a spatio-temporal pyramid [6], space-time shapes [5] tracking body parts of the actor and objects [1, 7], and different types of grasping dynamics [8].

Only a few approaches to date have dealt with action recognition in single images, or the so called static action recognition. [9] studied the recognition of sports actions using the pose of the actor. [10] used scene interpretation in terms of objects and their relative configuration to distinguish between different sporting events such as badminton and sailing. [11] recognized static intransitive actions such as walking and jumping based on a human body pose represented by a variant of the HOG descriptor. Finally, the most detailed static scheme to date [7] recognized static transitive sports actions, such as the tennis forehand and the volleyball smash, by using a full body mask, bag of features for describing scene

by movement and therefore temporal information (a short video sequence) is required in order to recognize them [2–5]. In contrast, the transitive actions are more characterized by the pose of the actor, the tool she/he is holding, and the presence of the action recipient, and thus in many cases such actions can be readily identified by human observers from only a single image (see figure 1a).

Fig. 1. (a) Examples of similar transitive actions identifiable by humans from single images (brushing teeth, talking on a cell phone and wearing glasses). (b) Illustration of a single run of the proposed two-stage approach. In the first stage the parts are detected in the face→hand→elbow order. In the second stage we apply both action learning and action recognition using the configuration of the detected parts and the features anchored to the hand region; the bar graph on the right shows relative log-posterior estimates for the different actions. (c) Graphical representation (in plate notation) of the proposed probabilistic model for action recognition (see section 2.2 for details).
context, and the detection of the objects relevant for the action, such as bats, balls, etc. [7] used GrabCut [12] to extract the body mask and fully supervised training for the a priori known relevant objects and scenes.

In this paper we consider the task of differentiating between similar types of transitive actions, such as smoking a cigarette, drinking from a cup, eating from a cup with a spoon, talking on the phone, etc., given only a single image as input. The lack of temporal information precludes the use of approaches relying on the scene dynamics [2–6, 8]. The similarity between the body poses in such actions creates a difficulty for approaches that rely on pose analysis [9, 11, 7]. The relevant differences between similar actions in terms of the actor body configuration can be at a fine level of detail. Therefore, one cannot rely on a fixed pre-determined number of configuration types [9, 11, 7]; rather, one needs to be able to make as fine discriminations as required by the task. In many cases, it is necessary to detect fine details of information such as the accurate relative offset between the hand and the face, the presence and type of the object in the hand, type of grasping, face orientation and expression, etc. (figure 1a). Recovering details at this level requires accurate localization of body parts, such as faces, hands and limbs. However, all current action recognition approaches which employ body-parts detection use temporal information (tracking) in order to detect the parts [1], and the approach we propose is the first to employ flexible body parts (hands, elbows) detection in single images.

Crucial information for action identification may be subtle and difficult to detect. Objects participating in different actions may be very small, occupying only a few pixels in a low resolution image (spoon, cigarette). In addition, these objects may be unknown a priori, such as in the natural case when the learning is weakly supervised, i.e. we know only the action label of the training images, while the body parts and participating objects are not annotated and cannot be independently learned as in [10, 7]. Similarly, the relation between the object and relevant body parts is important for identifying the performed action. This was demonstrated by [7], who describe the position of the object relative to the observer using rough distance and direction from the body’s centroid. However, the object position relative to the parts may differ only slightly between different actions (e.g. smoking and brushing teeth differ only in the type of grasping). In such cases, very accurate detection of relevant body parts (such as hands) and of grasping types are necessary to make the correct distinction between the actions. In addition, the background scene, used by [7, 10] to recognize sports actions and events, is irrelevant for most types of transitive actions of interest, and cannot be directly utilized.

In terms of datasets, most of the aforementioned action recognition approaches were applied to datasets of distinct intransitive actions, such as the KTH [13] and Weizmann actions [5] datasets. Such actions do not require a high degree of interpretation detail and may be recognized by detecting representative human poses specific to the action, or by a bag-of-features collection of spatio-temporal features. Only recently, a Hollywood movie actions dataset was introduced by [6]. Although it still contains mostly distinct intransitive actions,
it is more challenging than its predecessors because of high variability due to
the uncontrolled and unstructured nature of the video sequences from which it
was constructed. Hence, it will be difficult to apply the fine-detail body part
interpretation based approaches to this dataset, as it will require the detection
of human parts and objects from a very diverse set of scales and viewing angles.
Handling this variability is beyond the capability of the current state-of-the-art
body interpretation techniques [14–16]. Finally, [7] proposed a set of distinct
transitive actions shot over a static roughly uniform background.

The main contribution of this paper is an approach for recognizing and dis-
tinguishing between similar transitive actions in single images, while trained
using weak supervision of action labels only (without labeling of the body parts
and relevant objects). In both the learning and the test settings, the approach
applies two-stage interpretation steps to each (training or testing) image. In gen-
eral, the first stage produces accurate detection and localization of body parts,
and the second extracts and uses features from locations anchored to body parts.
In the implementation of the first stage, the face is detected first, and its detec-
tion is extended to accurately detect the locations of the elbow and the hand of
the actor. In the second stage, the relative part locations and the hand region
are analyzed for action related learning/recognition. During training, this allows
the automatic discovery and construction of implicit non-parametric models for
different important aspects of the actions, such as accurate relative part loca-
tions, relevant objects, types of grasping, and accurate hand-object configuration
models. During testing, this allows the approach to focus on the small image re-
gions that contain all of the relevant information for recognizing the action. As
a result, we eliminate the need to have a priori models for relevant objects and
become capable of weakly supervised learning of the actions. Focusing in a body-
anchored manner on the relevant regions not only increases efficiency, but also
considerably enhances recognition results. The approach is visually summarized
in figure 1b. In the results section 3 we show that employing standard state-of-
the-art object recognition techniques in order to recognize and distinguish static
actions without focusing on the relevant parts such as the hand and the face
may be problematic. An additional contribution is a dataset for static action
recognition containing 10 people performing 12 similar hand-near-face transitive
actions, namely drinking, talking on the phone, scratching, toasting, waving,
brushing teeth, smoking, wearing glasses, eating with a spoon, singing with a
microphone, and also drinking without cup and making a phone call with a bot-
tle. All actors appear in natural settings against different cluttered backgrounds
containing multiple unrelated changes, such as people passing by.

The rest of the paper is organized as follows. Section 2 describes the proposed
approach and its implementation details. Section 3 describes the experimental
validation. Summary and discussion are provided in section 4.

2 Method

In this section we present our approach to the recognition of similar transitive
actions from single images. We focus on a group of similar hand-near-face actions,
Fig. 2. (a) Examples of the computed binary masks (cyan) for searching for elbow location given the detected hand and face marked by a red-green star and magenta rectangle respectively. The yellow square marks the detected elbow; (b) Additional examples of parts detection.

in which the hand is sufficiently close to the face and performs some activity, e.g. drinking, smoking or eating with a spoon.

As discussed above, the approach proceeds in two main stages. The first stage is body interpretation, which is by itself a sequential process. First, the person is detected by detecting her/his face which can be viewed from different angles, including both in-plane and out-of-plane rotation (up to full profile view). Next, the face detection is extended to detect the hands and elbows of the person.

This is achieved in a non-parametric manner by following chains of features connecting the face to the part of interest (hand, elbow), by an extension of [16]. In the second stage, features gathered from the hand region and the relative locations of the hand, face and elbow, are used to model and recognize the static action of interest. The first stage of the process, dealing with the face, hand and elbow detection, is described in section 2.1. The static action modeling and recognition is described in section 2.2 and additional implementation details are provided in section 2.3.

2.1 Body parts detection

Body parts detection in static images is a challenging problem, which has recently been addressed by several groups [14–18]. The hardest parts to detect are the most flexible parts of the body - the lower arms and the hands. This is due to large pose and appearance variability and the low resolution typical to these parts. In our approach, we have adopted an extension of the non-parametric method for the detection of general parts of deformable objects recently proposed by [16]. The method of [16] can operate in two modes. The first mode is used for the independent detection of sufficiently large and rigid objects and object parts, such as the face. The second mode allows for the extension of some existing detections to additional detection of other parts that are more difficult to detect independently, such as hands and elbows. The method extends the star
model by allowing features to vote for the detection target either directly, or ind- 
176 177 rectly, via features participating in feature-chains going towards the target. In 
178 179 the independent detection mode, these feature chains may start anywhere in the 
179 180 image, whereas in the extension mode these chains must originate from already 
180 181 detected parts. The method employs a non-parametric generative probabilistic 
181 182 model, which can efficiently learn to detect any part from a collection of training 
182 183 sequences with marked target (e.g., hand) and source (e.g., face) parts (or only 
183 184 the target parts in the independent detection mode). The mathematical details 
184 185 of this model are described in [16]. In our approach, the method of [16] is used 
185 186 to detect the face in its independent detection mode, and to detect the hand 
186 187 and the elbow by chains-extension from the face detection (treated as the source 
187 188 part). The method is trained using a collection of short video sequences, each 
188 189 having the face, the hand and the elbow marked by three points. The code for 
189 190 the method was kindly provided by the authors of [16] and extended to allow 
189 190 restricted detection of dependent parts, such as hand and elbow.

In some cases, the elbow is more difficult to detect than the hand, as it 
191 192 has less structure. For each (training or test) image $I_n$, we therefore constrain 
193 194 the elbow detection by a binary mask $M_n$ of possible elbow locations given the 
194 195 detected hand location $x^h_n$. Denoting the relative hand-elbow offset in image $I_k$ 
195 196 by $o^{he}_k$, and the hand-face offset by $o^{fh}_k$, from all the training images $\{I_k\}$ we 
196 197 retrieve the set $\{o^{he}_k \mid o^{fh}_k - o^{fh}_n \leq r_1\}$ of all the hand-elbow offsets for which 
197 198 the hand-face offsets are sufficiently close to the hand-face offset $o^{fh}_n$ detected in 
198 199 the test image $I_n (r_1 = 0.25 \text{ face width in our implementation})$. The retrieved 
199 200 offsets are then combined to form the binary mask $M_n$, by assigning ‘one’ to all 
200 201 pixels $\{o^{he}_k + x^h_n\}$ and dilating the resulting mask by a disk with a small radius 
201 202 $r_2$ ($r_2 = 0.5 \text{ face width in our implementation}$). Some examples of the detected 
202 203 faces, hands and elbows on various test images are shown in figure 2b. Figure 
203 204 2a shows some conditional elbow-given-hand masks for some of the poses.

2.2 Modeling and recognition of static actions

Given an image $I_n$ (training or test), we first introduce the following notation 
(lower index refers to the image, upper indices to parts). Denote the instance 
205 206 of the action contained in $I_n$ by $a_n$ (known for training and unknown for test 
206 207 images). Denote the detected locations of the face by $x^f_n$, the hand by $x^h_n$, and 
208 209 the elbow by $x^e_n$. Also denote the width of the detected face by $s_n$. Throughout 
209 210 the paper, we will define the values of various size and distance parameters 
210 211 in $s_n$ units, in order to eliminate the dependence on the scale of the person 
211 212 performing the action. For many actions, and especially for the set of ‘hand-
19 213 near-face’ actions defined above, most of the discriminating information about 
213 214 the action resides in the hand region. We represent this information by a set of rectangular patch features extracted from this region. Each feature is represented 
214 215 by a corresponding 128-dimensional SIFT descriptor. All features are taken from 
215 216 a circular region with a radius $0.75 \times s_n$ around the hand location $x^h_n$. From this 
216 217 region we extract $s_n \times s_n$ pixel rectangular patch features centered at all Canny 
217 218
As can be seen from eq. 3, and as shown in the Appendix A, the inference is independent of the exact value of \( \alpha \) (as long as \( \alpha \ll 1 - \alpha \)). In the following section 2.3 we explain how to empirically estimate the probabilities \( P(f_m^n, A, o_m^{fh}, o_m^{he}) \) and \( P(f_m^n, o_m^{fh}, o_m^{he}) \) that are necessary to compute 3.

2.3 Model probabilities

The model probabilities are estimated from the training data using Kernel Density Estimation (KDE) [19]. Assume we are given a set of samples from some edge points sub-sampled with a 0.2 \( \cdot \) \( s_n \) pixel grid. Denote the set of patch features extracted from image \( I_n \) by \( \{f_m^n = [\text{SIFT}_m^n, (x_m^n - x'_m)]\} \), where \( \text{SIFT}_m^n \) is the descriptor of the \( m \)-th feature, \( x_m^n \) is its image location, \( (x_m^n - x'_m) \) is the offset between the feature and the face, and square brackets denote a row vector. The index \( m \) enumerates the features in arbitrary order for each image. Denote by \( k_n \) the number of patch features extracted from image \( I_n \).

The probabilistic generative model explaining all the gathered data is defined as follows. The observed variables of the model are: the face-hand offset \( O_H^f = o_r^{fh} \equiv x_h^f - x'_h \), the hand-elbow offset \( O_H^e = o_r^{he} \equiv x_h^e - x'_h \), and the patch features \( \{f_m^n = f_m^n\} \). The unobserved variables of the model are the action label variable \( A \), and the set of binary variables \( \{B_m\} \), one for each extracted patch feature. The meaning of \( B_m = 1 \) is that the \( m \)-th patch feature was generated by the action \( A \), while the meaning of \( B_m = 0 \) is that the \( m \)-th patch feature was generated independently of \( A \). Throughout the paper we will use a shorthand form of variable assignments, e.g., \( P(o_r^{fh}, o_r^{he}) \) instead of \( P(O_H^f = o_r^{fh}, O_H^e = o_r^{he}) \). We define the joint distribution of the model that generates the data for image \( I_n \) as:

\[
P(A, \{B_m\}, o_r^{fh}, o_r^{he}, \{f_m^n\}) = P(A) \cdot P(o_r^{fh}, o_r^{he}) \cdot \prod_{m=1}^{k_n} P(B_m) \cdot P(f_m^n | A, o_r^{fh}, o_r^{he}, B_m)
\]

Here \( P(A) \) is a prior action distribution, which we take to be uniform, and:

\[
P(f_m^n | A, o_r^{fh}, o_r^{he}, B_m) = \begin{cases} P(f_m^n | A, o_r^{fh}, o_r^{he}) & \text{if } B_m = 1 \\ P(f_m^n | o_r^{fh}, o_r^{he}) & \text{otherwise} \end{cases}
\]

The \( P(B_m) = \alpha \), is the prior probability for the \( m \)-th feature to be generated from the action, and we assume it maintains the following relation: \( P(B_m = 1) = \alpha \ll (1 - \alpha) = P(B_m = 0) \) reflecting the fact that most patch features are not related to the action. Figure 1c shows the graphical representation of the proposed model.

As shown in the Appendix A, in order to find the action label assignment to \( A \) that maximizes the posterior of the proposed probabilistic generative model, it is sufficient to compute:

\[
\arg\max_A \log P(A | o_r^{fh}, o_r^{he}, \{f_m^n\}) = \arg\max_A \sum_{m=1}^{k_n} \frac{P(f_m^n, A, o_r^{fh}, o_r^{he})}{P(f_m^n, o_r^{fh}, o_r^{he})}
\]

As can be seen from eq. 3, and as shown in the Appendix A, the inference is independent of the exact value of \( \alpha \) (as long as \( \alpha \ll 1 - \alpha \)). In the following section 2.3 we explain how to empirically estimate the probabilities \( P(f_m^n, A, o_r^{fh}, o_r^{he}) \) and \( P(f_m^n, o_r^{fh}, o_r^{he}) \) that are necessary to compute 3.
distribution of interest \{Y_1, \ldots, Y_R\}. Given a new sample from the same distribution - \(Y\), a symmetric Gaussian KDE estimate \(P(Y)\) for the probability of \(Y\) can be approximated as:

\[
P(Y) \propto \frac{1}{R} \sum_{r=1}^{R} \exp \left( -0.5 \cdot \|Y - Y_r\|^2 / \sigma^2 \right) \approx \frac{1}{R} \sum_{Y_r \in NN} \exp \left( -0.5 \cdot \|Y - Y_r\|^2 / \sigma^2 \right)
\]

where \(NN\) is the set of nearest neighbors of \(Y\) within the given set of samples. When the number of samples \(R\) is large, brute-force search for the \(NN\) set becomes infeasible. Therefore, we use Approximate Nearest Neighbor (ANN) search (using the implementation of [20]) to compute the KDE. To compute \(P(f^m_n, A = a, o_n^{fh}, o_n^{hc})\) for the \(m\)-th patch feature \(f^m_n = [SIFT^m_n, (x^m_n - x^h_n)]\) in test image \(I_n\), we compute the \(NN\) set by searching for the nearest neighbors of the row vector \([SIFT^m_n, \frac{1}{s_n} (x^m_n - x^h_n), \frac{1}{s_n} o_n^{fh}, \frac{1}{s_n} o_n^{hc}]\) in a set of row vectors:

\[
\left\{ \left[ SIFT^r_t, \frac{1}{s_t} (x^r_t - x^h_t), \frac{1}{s_t} o_t^{fh}, \frac{1}{s_t} o_t^{hc} \right] \right\} \text{ all } f^r_t \text{ in training images } I_t, \text{ s.t. } a_t = a
\]

using an ANN query. Recall that \(s_n\) was defined as the width of the detected face in image \(I_n\), and hence \(\frac{1}{s_n}\) is the scale factor that we use for the offsets in the query. The query returns a set of \(K\) nearest neighbors, and the Gaussian KDE 4, with \(\sigma = 0.2\), is applied to this set to compute the estimated probability \(P(f^m_n, A = a, o_n^{fh}, o_n^{hc})\). In our experiments we found that it is sufficient to use \(K = 25\). The \(P(f^m_n, A = a, o_n^{fh}, o_n^{hc})\) is computed as:

\[
P(f^m_n, A = a, o_n^{fh}, o_n^{hc}) = \sum_a P(f^m_n, A = a, o_n^{fh}, o_n^{hc})
\]

3 Results

To test our approach, we have applied it to two static transitive action recognition datasets. The first dataset was created by us and contained 12 similar transitive actions performed by 10 different people, appearing against different natural backgrounds. The second dataset was compiled by [7] for dynamic transitive action recognition. It contained 9 different people performing 6 transitive actions. Although originally designed and used by Gupta et al. in [7] for dynamic action recognition, we transformed it into a static action recognition dataset by assigning action labels to frames actually containing the actions and treating each such frame as a separate static instance of the action. Since successive frames are not independent, the experiments conducted on both datasets were all performed in a person-leave-one-out manner, meaning that during the training we completely excluded all the frames of the tested person. Sections 3.1 and 3.2 describe the respective experiments and results on our and the Gupta et al. datasets. To make the task more challenging, all experiments were performed on grayscale versions of the images. Figures 3 and 6a show examples of successfully
Each example shows a zoomed in ROI of the action. Additional examples are provided of the cases.

Overall, the dataset contains 44,522 frames. Since not all frames contain actions, recognized static transitive actions from the two tested datasets respectively, and figure 4b shows some interesting failures.

### 3.1 Our dataset experiments

Our ‘12/10’ dataset consists of 120 videos of 10 people performing 12 similar transitive actions, namely drinking, talking on the phone, scratching, toasting, waving, brushing teeth, smoking, wearing glasses, eating with a spoon, singing to a microphone, and also drinking without a cup and making a phone call with a bottle. All people except one were filmed against different backgrounds. All backgrounds were natural indoor / outdoor scenes containing both clutter and people passing by. The drinking and toasting actions were performed with 2-4 different tools, and phone talking was performed with mobile and regular phones.

Overall, the dataset contains 44,522 frames. Since not all frames contain actions of interest (e.g. in drinking there are frames where the person reaches to / puts down a cup or a bottle), we selected the relevant frames and assigned action labels for them in a semi-automatic manner. Since all the actions of interest are performed in a ‘hand-near-face’ pose, we assigned the label of the movie sequence to all the frames in which the automatically detected hand was within twice face width from the automatically detected face. This produced 23,277 relevant action frames, and each of them was considered a separate instance of an action inheriting the label of its video sequence. To validate the assigned action labels a significant portion of selected frames was checked. Overall, the obtained ground truth was consistent with the human perception in about 95% of the cases.
Fig. 4. (a) Average static action confusion matrix obtained by leave-one-out cross validation of the proposed method on the '12/10' dataset; (b) Some interesting failures (red boxes), on the right of each failure there is a successfully recognized instance of an action with which the method has confused.

In our dataset experiments, the part detection models for the face, hand and elbow described in section 2.1, were trained using 10 additional short movies, one for each person, in which the actors were asked to randomly wave their hands. On these 10 movies, face, hand and elbow locations were manually marked. The learned models were then applied to detect their respective parts on the 120 movie sequences of our dataset. In order to estimate the performance of the hand detection, we applied particle-filter tracking to the per-frame probability masks obtained by the hand detection. The results of the tracking were then viewed in video mode and found to be almost always consistent with the correct hand location (examples are provided in the supplementary material). We then compared the maximal scoring location in each probability mask with the location obtained by tracking and obtained 94.1% match.

The action recognition stage of the method, explained in section 2.2, operates using the results of the part detection. Since during training we assume video input, we used the results of the tracked hand location for the learning and used the unfiltered static hand detection results for test. The action recognition was tested in a person-leave-one-out manner. In each of the 10 test iterations (one for each person in the set), one ‘test’ person was left out, the action models were trained on all the action instances of the 9 remaining ‘training’ people and tested on the action instances of the test person. Figure 4a shows the resulting mean confusion matrix computed over all 10 test people. The average correct recognition accuracy was 53.2 ± 9%.

Using our dataset, we compared the proposed approach with two baselines. For both baselines the same set of 23,277 relevant labeled static action frames was used. Both baselines were intended to test the contribution of the detection of relevant parts (hand, elbow) to the recognition of similar static transitive actions.

The first baseline was applying our method described in 2.2, but using only the face detection and without hand and elbow detection. Instead of collecting patch features from only the near-hand region, for both training and test, the features were collected from the entire bounding box of the person in each im-
age. This is a reasonable classifier for using the data without prior body parts
detection (obtaining state of the art performance for the object detection task on
some standard datasets). The bounding boxes were manually provided (in both
training and test). The hand-face and elbow-hand offsets were not given to the
baseline. The average performance of this baseline (again measured by a person-
leave-one-out test) was 24.6 ± 12.5%, which is significantly lower ($p < 0.0005$)
than that for the full method that uses accurate part detections.

The second baseline was applying [21], one of the state-of-the-art object
recognition schemes, achieving top scores on recent PASCAL-VOC competitions.
The method of [21] was applied to train a separate classifier to each of the 12
actions using manually marked bounding boxes around each training person
(which is not required by our method). The test was again performed in a person-
leave-one-out manner. Since the resulting classifiers were unbalanced in terms of
score, figure 5 provides ROC-based comparison of the results of our full approach
with the ones obtained by [21] on a per-action basis and averaged over the
different people. The highly significant performance gain obtained by our method
relative to this baseline suggests that it is difficult to employ standard state-of-
the-art object recognition techniques in order to recognize and distinguish similar
static actions without focusing on the relevant parts, such as the hand, the elbow
and the face.

3.2 Gupta et al. dataset experiments

This dataset was suggested by [7]. It consists of 46 movie sequences of 9 different
people performing 6 distinct transitive actions: drinking, spraying, answering the
phone, making a call, pouring from a pitcher and lighting a flashlight. In each
movie, we manually assigned action labels to all the frames actually contain-
ing the action (essentially excluding frames in which objects are picked up or
returned to the table). Since the distinction between ‘making a call’ and ‘answer-
ing phone’ was in the presence or absence of the ‘dialing’ action, we re-labeled
ideal hand detection experiment. The action recognition performance depends on the hand detection accuracy. To validate the accuracy of the action recognition alone, we also tested using ground truth hand locations (for both training and test), and obtained 83.5 ± 12.1% average accuracy. Figure 6c shows the average confusion matrix obtained for the ideal hand detection experiment.

The part detection models for the experiments on this dataset were trained on a combined set of 10 part detection training movies from our dataset and 8 movies from 6 people (out of 9) from the Gupta et al dataset. The mean hand detection performance on the remaining 38 movies in the dataset was 84.9%. The mean hand detection performance on the movies of the 3 completely unseen test people was 87.3%. Since most people in the dataset wear very dark clothing, in many cases the elbow is invisible and therefore it was not used in this experiment (it is straightforward to remove it from the model by assigning a fixed value to the hand-elbow offset in both training and test). The action recognition performance was measured using the person-leave-one-out cross-validation, in the same manner as for our dataset. During training only, particle filter was used to track the hand over the hand detection probability masks. During testing, both the first and the second maximum of the hand detection probability mask were used as candidate hand locations, and the action scores were maximized among the ones obtained for each candidate location separately. The average accuracy over the 6 static actions was 68 ± 9.4%, and average confusion matrix is shown in figure 6b. The presented results are for the static action recognition, and hence are not directly comparable to the results obtained on this dataset for the dynamic action recognition by [7], who obtained 93.34% recognition (measured over video sequences) using both the temporal information and a priori models for the participating objects (cup, pitcher, flashlight, spray bottle and phone).

The action recognition performance depends on the hand detection accuracy. To validate the accuracy of the action recognition alone, we also tested using ground truth hand locations (for both training and test), and obtained 83.5 ± 12.1% average accuracy. Figure 6c shows the average confusion matrix obtained for the ideal hand detection experiment.

![Fig. 6. (a) some successfully identified action examples from the dataset of [7]; (b) mean static action confusion matrix for leave-one-out cross validation experiments on the Gupta et al. dataset; (c) mean static action confusion matrix assuming perfect hand detection (using ground truth hand locations).]
4 Discussion

We have presented a method for recognizing similar transitive actions from single images. The key idea of the approach is to employ features which are anchored to body parts relevant for the action during both learning and recognition. The use of these features is made possible by the ability of the method to accurately detect these body parts. We have shown that without using these body anchored features there is a highly significant drop in performance even when employing state-of-the-art methods for object recognition. The presented approach is more sequential in nature than most schemes in current use. The face of the person is detected first, and its detection is sequentially extended through feature chains to the detection of hands and elbows (other starting location could be used, but we found the face to be the most reliable). Then, the region around the hand is extracted and analyzed while conditioning on the relative configuration of the detected parts. Following this analysis, relevant objects and hand-object configuration are discovered (through the configuration of their image features) during learning and used to decide on the performed action during testing. This method allows us to approach the learning of the actions in a realistic weakly supervised manner, when only the action labels are given, and learn relevant object and hand-object models on the fly, and without the need for an a priori dictionary of objects we may encounter.

As for future directions, following the accurate detection of relevant body parts, it becomes possible to learn and use additional components associated with specific body parts, which are useful for action recognition but not yet modeled in the current method. These include: 3D face orientation, facial expression, gaze direction, explicit model for the configuration of the fingers, etc. In addition, more detailed models of tools can be obtained by combining hand-detection with local segmentation that separates the hand and the tool, and by extracting images of action-tools in videos before they are grasped or after they are released.
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A Log-posterior derivation

Here we derive the equivalent form of log-posterior (eq. 3) of the proposed probabilistic action recognition model defined in eq. 1. In 5, the symbol \( \sim \) means equivalent in terms of maximizing over the values of the action variable \( A \).

\[
\log P(A | o_n^{fh}, o_n^{he}, \{ f_m \}) \sim \log \sum_{B^m = 0}^{B^m = 1} P(A, \{ B^m \}, o_n^{fh}, o_n^{he}, \{ f_m \}) = \log \left[ P(A) \cdot P(o_n^{fh}, o_n^{he}) \cdot \prod_{m=1}^{k_n} \sum_{B^m=0}^{B^m=1} P(B^m) \cdot P(f_m | A, a_n^{fh}, o_n^{he}, B^m) \right] \sim \\
\sum_{m=1}^{k_n} \log \left[ \sum_{m=0}^{B^m = 1} P(B^m) \cdot P(f_m | A, a_n^{fh}, o_n^{he}, B^m) \right] = \\
\sum_{m=1}^{k_n} \log \left[ \alpha \cdot P(f_m | A, a_n^{fh}, o_n^{he}) + (1 - \alpha) \cdot P(f_m | a_n^{fh}, o_n^{he}) \right] = \\
\sum_{m=1}^{k_n} \log \left[ 1 + \frac{P(f_m | A, a_n^{fh}, o_n^{he})}{P(f_m | a_n^{fh}, o_n^{he})} \right] + \sum_{m=1}^{k_n} \log \left[ (1 - \alpha) \cdot P(f_m | a_n^{fh}, o_n^{he}) \right] \sim \\
\sum_{m=1}^{k_n} \frac{P(f_m | A, a_n^{fh}, o_n^{he})}{P(f_m | a_n^{fh}, o_n^{he})} \approx \sum_{m=1}^{k_n} \frac{P(f_m | A, o_n^{fh}, o_n^{he})}{P(f_m | a_n^{fh}, o_n^{he})} \sim \\
\sum_{m=1}^{k_n} \frac{P(f_m | A, o_n^{fh}, o_n^{he})}{P(f_m | a_n^{fh}, o_n^{he})}
\]

(5)

In eq. 5, \( \gamma = \alpha / (1 - \alpha) \), the term \( \sum_{m=1}^{k_n} \log \left[ (1 - \alpha) \cdot P(f_m | a_n^{fh}, o_n^{he}) \right] \) is independent of the action (constant for a given image \( I_n \)) and thus can be dropped, and \( \varepsilon \) follows from \( \log (1 + \varepsilon) \approx \varepsilon \) for \( \varepsilon \ll 1 \) and from \( \gamma \) being large due to our assumption that \( \alpha \ll (1 - \alpha) \).
Supplementary Material (paper ID 105)

This manuscript contains the supplementary material for the paper ID 105: ‘Identifying similar transitive actions in single images’. Section 1 describes the movies, provided within the current supplementary. The movies show examples of deformable part detection, namely the face, the hand and the elbow, and also examples of static action recognition (performed on single images). The static action recognition method was applied on two datasets: ‘12/10’ dataset and Gupta et al dataset [7]. The aforementioned datasets are described in the paper. In addition, figure 1 depicts several examples of interesting action recognition failures.

1 Movies

Three movies are provided together with this supplementary material. The first two movies contain sample results of successful action recognition from static images (frames) from two datasets. The first dataset, titled ‘12/10’, consists of 120 videos of 10 people performing 12 similar transitive actions, namely drinking, talking on the phone, scratching, toasting, waving, brushing teeth, smoking, wearing glasses, eating with a spoon, singing to a microphone, and also drinking without a cup and making a phone call with a bottle. The second dataset, provided by Gupta et al [7], consists of 46 videos of 9 people performing 6 transitive actions, namely drinking, spraying, answering the phone, making a call, pouring from a pitcher and lighting a flashlight. The third movie contains examples of detection of the hand, the face, and the elbow on the ‘12/10’ dataset.

All the action recognition experiments conducted are performed in leave-one-out manner, where all the frames that contain a test person are excluded from the training. The details of the experiments and the quantitative evaluation of the results can be found in the paper.

To view the movies it is necessary to have the Xvid codec installed. The codec can be found within K-lite codec pack:

http://www.codecsguide.com/download_kl.htm

The movies illustrating the results of static action recognition experiments performed on the two datasets are:

1. ‘12_actions_10_people_Xvid.avi’ - shows sample successful static action recognition results on ‘12/10’ dataset.

2. ‘6_actions_9_people_Gupta_et_al_Xvid.avi’ - shows sample successful static action recognition results on Gupta et al dataset [7].
The movie containing examples of the parts detection is:

1. ‘example_part_detections_12_10_Xvid.avi’ - shows example detections of the hand, the face, and the elbow on frames from ‘12/10’ dataset.

In each frame of all the movies the detected location of the face of the person is marked by a magenta circle filled in by light blue. In the current method only the right hand of the person is being detected. A green star with red color inside marks the detected location of the right hand. The detected location of the elbow is marked by a yellow square.

In movies showing action recognition examples, the bar graph on the right shows the log-likelihood estimates obtained by the proposed method for all the considered actions.
Figure 1: Some examples of interesting static action recognition failures. In order to see the fine details, please zoom in.