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Abstract—In 6G networks, integrated sensing and communi-
cation (ISAC) is envisioned as a key technology that enables
wireless systems to perform joint sensing and communication using
shared hardware, antenna(s) and spectrum. ISAC designs facilitate
emerging applications such as digital twins, smart cities and
autonomous driving. Such applications also demand ultra-reliable
and low-latency communication (URLLC), a feature that was first
introduced in 5G and is expected to be further enhanced in
6G. Thus, an ISAC-enabled URLLC system can prioritize critical
and time-sensitive targets and ensure information delivery under
strict latency and reliability constraints. We propose a bi-static
multiple-input multiple-output (MIMO) ISAC system to detect the
arrival of URLLC messages and prioritize their delivery. In this
system, a dual-function base station (BS) communicates with a
user equipment (UE) and a sensing receiver (SR) is deployed to
collect echo signals reflected from a target of interest. The BS reg-
ularly transmits messages of enhanced mobile broadband (eMBB)
services to the UE. During each eMBB transmission, if the SR
senses the presence of a target of interest, it immediately triggers
the transmission of an additional URLLC message. To reinforce
URLLC transmissions, we propose a dirty-paper coding (DPC)-
based technique that mitigates the interference of both eMBB
and sensing signals. To decode the eMBB message, we consider
two approaches for handling the URLLC interference: treating
interference as noise (TIN) and successive interference cancellation
(SIC). For this system, we formulate the rate-reliability-detection
trade-off in the finite blocklength (FBL) regime by evaluating the
communication rate of the eMBB transmissions, the reliability
of the URLLC transmissions and the probability of the target
detection. Our numerical analysis show that our proposed DPC-
based ISAC scheme significantly outperforms power-sharing based
ISAC and traditional time-sharing schemes. In particular, it
achieves higher eMBB transmission rate while satisfying both
URLLC and sensing constraints.

I. INTRODUCTION

Integrated sensing and communication (ISAC) is enabled by
higher frequency bands, wider bandwidths and denser distribu-
tions of massive antenna arrays. Such integration is mutually
beneficial to sensing and communication tasks [2]–[4]. On the
one hand, the radio wave transmission and reflection can be used
to sense the environment and thus the entire communication
network can serve as a sensor. On the other hand, the capabilities
of high-accuracy localization, imaging, and environment recon-
struction obtained from sensing can improve communication
performance. ISAC designs thus offer various use cases for
autonomous driving, smart factories, and other environment-
aware scenarios in 6G communication networks [5]–[9].

Many ISAC use cases also require ultra-reliable and low-
latency communication (URLLC), a feature introduced in 5G
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and is expected to evolve further in 6G [10]–[13]. For example,
in autonomous driving, ISAC plays a crucial role in detect-
ing targets, including pedestrians and vehicles and delivering
sensing information to users. URLLC is essential for ensuring
the timely delivery of critical road safety information [14]. In
particular, URLLC ensures 99.99% reliability at a maximum
end-to-end delay of no more than one millisecond, which is
essential for many 5G and 6G applications, including industrial
automation, intelligent transportation, and telemedicine [15]–
[19].

Despite progress in achieving the required latency and re-
liability, 5G URLLC still does not meet all key performance
metrics needed for diverse mission-critical applications. One of
the main challenges arises from the random generation nature
of URLLC services, as their generation is often linked to the
occurrence of critical, time-sensitive events in the environ-
ment. Consequently, their arrival time becomes unpredictable
for transmitting and receiving units. Another challenge is the
coexistence of URLLC services with other 5G/6G services such
as enhanced mobile broadband (eMBB) that depend largely on
high transmission rate and are less sensitive to delay. Different
coexistence strategies have been studied in the literature [20]–
[24]. For example, [21] proposes a puncturing strategy (also
known as time-sharing) in which the on-going eMBB transmis-
sion stops upon the arrival of URLLC messages. The work in
[22] shows that a superposition coding strategy in which the
transmitter simply sends a linear combination of eMBB and
URLLC signals while sharing the total transmit power between
the two services outperforms the puncturing strategy. A dirty-
paper coding (DPC) [25]–[27] based joint transmission strategy
is proposed in [23] which also outperforms the puncturing
technique. Theses studies either assume a deterministic model
or a random model with Bernoulli distribution for the arrival of
URLLC messages [23], which have shortcomings in offering a
practical model for the stochastic nature of this type of services.
Therefore, they do not provide an effective model to address
both challenges.

In this work, we address these challenges by proposing a
bi-static MIMO ISAC-enabled URLLC system that supports
the coexistence of URLLC with eMBB services while using
its own sensory data to trigger URLLC transmissions with no
assumption on their arrival distribution. In the proposed system,
the eMBB message arrives at the beginning of the transmission
slot and its transmission lasts over the entire slot. Whereas,
transmission of a URLLC message is triggered only when the
SR detects the presence of a target.

To enable real-time joint sensing and communication in this
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system, we divide the eMBB transmission slot into smaller
blocks. In each block, the base station (BS) transmits dual-
function signals performing simultaneous communication and
sensing tasks. If the SR senses the presence of a target, it
triggers the transmission of an additional URLLC message
over the next immediate block. Each block thus is either with
no URLLC or with URLLC depending on whether a target is
detected in the previous block. In blocks with no URLLC, we
generate the dual function signal using DPC to precancel the
interference of sensing signal from the eMBB transmission. In
blocks with URLLC, to increase the reliability of the URLLC
transmission, we also propose a DPC based method to generate
the dual function signal. In this method, we first precancel the
interference of the sensing signal from the eMBB transmission,
and then precancel the interference of both eMBB and sensing
signals from the URLLC transmission. After each block, the
UE attempts to decode a URLLC message using a threshold
decoder.

The UE decodes the eMBB message after the entire trans-
mission slot. To handle URLLC interference on the eMBB
transmission, we consider two approaches: treating interference
as noise (TIN), and successive interference cancellation (SIC).
In the TIN approach, the decoding of the eMBB message
depends on the detection of URLLC messages sent over all
blocks of the transmission slot. Under the SIC approach, prior
to the decoding of the eMBB message, the UE first mitigates the
interference from correctly decoded URLLC messages across all
blocks. Therefore, successful eMBB decoding relies on both the
accurate detection and correct decoding of URLLC messages
in all blocks. For this system, we optimize the dual-function
transmit waveform to maximize the eMBB transmission rate,
while ensuring that the URLLC decoding error probability
remains below a threshold and the target detection probability
exceeds a threshold across all blocks.

We compare our proposed DPC-based scheme with two
baseline schemes: time-sharing and power-sharing schemes.
Through numerical analyses we show that our proposed DPC-
based ISAC scheme outperforms the power-sharing and the
time-sharing schemes by achieving higher eMBB rate while
accommodating the URLLC constraints and the sensing con-
straints of the target detection. Our numerical analysis also
demonstrate the rate-reliability-detection performance trade-off
under both the TIN and SIC approaches. The results show
that when there is a high reliability constraint on the URLLC
transmissions, the SIC approach outperforms the TIN approach
by achieving higher eMBB transmission rate while satisfying
the sensing constraints of the target detection. However, the
performance gap between the two approaches decreases as
the URLLC reliability constraint becomes less stringent. Our
proposed ISAC-enabled URLLC system thus effectively ad-
dresses both the coexistence and the random nature generation
challenges of URLLC services while outperforming the baseline
time-sharing and power-sharing based systems.

The rest of this paper is organized as follows. Section II
describes the general problem setup. Section III presents our
coding schemes and our target detection strategy. Section IV

Fig. 1: An illustration of the system model: (a) no target is
detected, (b) detection of a target, (c) example of transmission
blocks with η = 4.

discusses our main results. Section VI concludes the paper.
Technical proofs are deferred to appendices.

II. PROBLEM SETUP

We consider a bi-static MIMO ISAC system where a BS is
communicating with a UE and simultaneously wishes to sense
a target of interest. A SR is deployed to collect echo signals
reflected from a target. We assume that the UE is not within the
SR sensing range. Hence, the SR does not receive echo signals
from the UE. The BS is equipped with t transmit antennas, the
UE and the SR each are equipped with r receive antennas. The
BS communicates both eMBB and URLLC type messages to
the UE. Assume n is the total communication frame length.
The BS regularly transmits the eMBB message over the entire
n channel uses. We divide n into η blocks each of length ℓ
(i.e., n = η · ℓ), as in Fig. 1. The sensing task is performed
across all η blocks. In each block b, if the SR senses the
presence of a target, it triggers the transmission of an additional
URLLC message in the next immediate block. We assume that
the SR and the BS can communicate over an interference-free
backhaul link. In each block b, the BS thus forms its dual-
function transmit signal adaptively based on the target detection
outcome in the preceding block b−1. In the following sections,
we explain the procedures for sensing, adaptive dual-function
signal generation, and communication in such blocks.

A. Target Echo Signal Model

The sensing task is performed across all blocks. In a given
block b ∈ [η] with [η] := {1, . . . , η}, the SR receives the
reflected echo signal Yb,s = [Y b,s,1 . . .Y b,s,r] ∈ Cℓ×r. Upon
observing Yb,s, the goal of the SR is to detect the presence
of a target. The target detection problem in each block thus is
formulated by defining the following two hypotheses:

H0 : Yb,s = Nb,s, (1)
H1 : Yb,s = XbHb,s +Nb,s, (2)

where Hb,s ∈ Ct×r is the target channel response matrix,
Nb,s ∈ Cℓ×r is additive noise matrix with each entry having
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zero mean and unit variance, and Xb ∈ Cℓ×r is the dual-function
signal transmitted by the BS. We will explain shortly how this
signal is formed. The optimal detector for this problem is the
likelihood ratio test (LRT) [28] and is given by

Tb = log

 q∏
j=1

f (Y b,s,j |H1)

f (Y b,s,j |H0)

 H1

≷
H0

δ (3)

where f (Y b,s,j |H0) and f (Y b,s,j |H1) are the probability
density functions (pdf) of the observation vector under the null
and alternative hypotheses, respectively, and q := min{r, t}.
We denote the target detection and false alarm probabilities of
block b by Pb,D and Pb,FA, respectively, which are

Pb,D = P[Tb > δ|H1], (4a)
Pb,FA = P[Tb > δ|H0]. (4b)

The threshold δ is set to ensure the desired probability of false
alarm. In each block b, we assume that the SR has the full
knowledge of the sensing channel state information.

B. Dual-Function Signal Generation

In each block b ∈ [η], the dual-function signal Xb is generated
adaptively depending on whether a target is detected in the
preceding block b − 1. More specifically, the BS transmits the
eMBB message me across all η blocks, where me is uniformly
drawn from the set Me := {1, . . . ,Me}. In each block b, the BS
transmits an additional URLLC message mb,U to the UE with
probability Pb−1,D which is the target detection probability in
block b− 1. With probability 1− Pb−1,D no URLLC message
is generated. If present, the message mb,U is uniformly drawn
from the set MU := {1, . . . ,MU}.

In each block b, the BS thus creates its dual-function signal
Xb ∈ Cℓ×t as

Xb =

{
f
(ℓ)
b (me,mb,U), with probability Pb−1,D

f
(ℓ)
e (me), with probability 1− Pb−1,D,

(5)

where f
(ℓ)
e and f

(ℓ)
b are encoding functions on appropriate

domains. We assume that P0,D = 0, i.e., no URLLC is
transmitted over the first block. Denote X := [XT

1 , . . . ,X
T
η ]

T .
The input matrix X is admissible if it belongs to the following
set:

PX(P) :=
{
X ∈ Cn×t : Tr

(
XXH

)
≤ nP

}
, (6)

that implies a power constraint on the input matrix X by upper
bounding the trace of XXH with nP. Define

BURLLC := {b ∈ [η] : block b is with URLLC}, (7)

as the set of blocks in which an additional URLLC message is
generated.

C. Communication Received Signal at the UE

At the end of each block b ∈ [η], the UE receives the signal
Yb,c = [Y b,c,1 . . .Y b,c,r] ∈ Cℓ×r from the BS. Assume a
MIMO memoryless Gaussian quasi-static fading channel. The
channel input-output relation in each block b ∈ [η] is given by

Yb,c = XbHb,c +Nb,c, (8)

where Yb,c ∈ Cℓ×r is the communication channel output,
Hb,c ∈ Ct×r is the communication channel matrix, and Nb,c ∈
Cℓ×r is additive noise at the UE whose entries are i.i.d. N (0, 1)
and is independent of Hb,c. Assume that the channel state
information is known at both the BS and the UE. After each
block b ∈ BURLLC, the UE decodes the transmitted URLLC
message mb,U. Thus it produces

m̂b,U = g
(ℓ)
b,u(Yb,c,Hb,c), (9)

for some decoding function g
(ℓ)
b,u on appropriate domain. Oth-

erwise, the UE produces m̂b,U = 0 if b /∈ BURLLC. For each
message mb,U, the average error probability is defined as

ϵb,U := Pb−1,DP[m̂b,U ̸= mb,U|b ∈ BURLLC]

+(1− Pb−1,D)P[m̂b,U ̸= 0|b /∈ BURLLC]. (10)

After the entire η blocks, the UE decodes its desired eMBB
message as:

m̂e = g(n)e (Y1,c, . . . ,Yη,c,H1,c, . . . ,Hη,c). (11)

where g
(n)
e is a decoding function on appropriate domain. The

average error probability of the eMBB message me is defined
as

ϵ(n)e := P[m̂e ̸= me]. (12)

The objective is to optimize the dual-function transmit wave-
form X to maximize the eMBB transmission rate, while ensur-
ing that the URLLC decoding error probability ϵb,U remains be-
low a threshold and the target detection probability Pb,D exceeds
a threshold across all blocks. In the following Proposition 1, we
formulate the corresponding optimization problem as the rate-
reliability-detection trade-off.

Proposition 1: Given n, η and P, let Re := logMe

n be the
eMBB transmission rate. The rate-reliability-detection trade-off
is

max
fX(x)∈PX(P)

Re (13a)

subject to ϵ(n)e ≤ ϵe, (13b)
ϵb,U ≤ ϵU, ∀b ∈ [η], (13c)
Pb,D ≥ PD, ∀b ∈ [η], (13d)

where PX(P) is defined in (6).

III. CODING SCHEME

In this section, we propose a coding scheme to design the
dual-function sensing and communication signal X in different
transmission blocks with the objective of Proposition 1. Due
to URLLC requirements, we perform our analysis in the finite
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blocklength (FBL) regime [29]–[31]. In terms of the choice
of input distribution, to improve the FBL analysis of power-
constrained channels, our analysis relies on the use of power-
shell codebooks. A power-shell codebook of length ℓ consists of
codewords that are uniformly distributed on the centered (ℓ−1)-
dimensional sphere with radius

√
ℓP where P is the power

constraint. According to Shannon’s observation, the optimal
decay of the probability of error near capacity of the point-to-
point Gaussian channel is achieved by codewords on the power-
shell [32].

Codewords are generated such that the total transmit power
satisfies the power constraint (6) over the η blocks. Therefore, in
each block b /∈ BURLLC, we choose a power sharing parameter
βs,1 ∈ [0, 1] to allocate (1 − βs,1)P to the sensing task and
the remaining βs,1P to the communication task of transmitting
only the eMBB message. In each block b ∈ BURLLC, we
choose power sharing parameters βu, βs,2 ∈ [0, 1]. We allocate
βuP to the URLLC transmission, βs,2(1 − βu)P to the eMBB
transmission and the remaining (1 − βs,2)(1 − βu)P to the
sensing task.

Denote a centered ℓ-dimensional sphere of radius r by Sℓ(r).
For each block b ∈ [η] and for each transmit antenna j ∈ [t], we
generate the following codewords that are uniformly distributed
on the power-shell.

• For each v ∈ [Mv] and each realization m ∈ [MU],
generate codewords V b,j(m, v) by picking them uniformly
over Sℓ

(√
ℓ(βu + α2

u(1− βu))P
)

with αu ∈ [0, 1].
• For each s ∈ [Ms] and each realization m′ ∈ [Me],

randomly draw two codewords: a codeword S
(1)
b,j (m

′, s)

uniformly distributed on Sℓ
(√

ℓ(βs,1 + α2
s,1(1− βs,1))P

)
with αs,1 ∈ [0, 1]; and a codeword S

(2)
b,j (m

′, s) uniformly

distributed on Sℓ
(√

ℓ(1− βu)(βs,2 + α2
s,2(1− βs,2))P

)
,

with αs,2 ∈ [0, 1].
• For each s ∈ [Ms], randomly draw two code-

words: a codeword X
(s,1)
b,j (s) uniformly distributed on

Sℓ
(√

ℓ(1− βs,1)P
)

; and a codeword X
(s,2)
b,j (s) uniformly

distributed on Sℓ
(√

ℓ(1− βu)(1− βs,2)P
)

.

All codewords are chosen independently of each other. We
assume that in each block b, the SR has a full knowledge about
the auxiliary codewords X

(s,1)
b,j and X

(s,2)
b,j for all j ∈ [q]. We

thus denote this codewords as sensing signals. However, the
SR has no knowledge about the URLLC codeword V b,j and the
eMBB codewords S(1)

b,j and S
(2)
b,j . We denote these codewords as

communication signals. In each block b ∈ [η] and for each trans-
mit antenna j ∈ [q], the dual-function signal Xb,j is created
by superposing the sensing and communication signals using
the DPC technique. Specifically, in each block b /∈ BURLLC,
we employ a DPC technique with parameter αs,1 ∈ [0, 1] to
precancel the interference of the sensing signal from the eMBB
transmission. In each block b ∈ BURLLC where the BS has both
eMBB and URLLC messages to send, we first precancel the
interference of the sensing signal from the eMBB transmission
using a DPC with parameter αs,2 ∈ [0, 1], and then precancel

the interference of both eMBB and sensing signals from the
URLLC transmission using a DPC with parameter αu ∈ [0, 1].
In the following sections, we explain encoding, decoding and
target detection processes in details.

A. Encoding

1) Encoding at each block b /∈ BURLLC: In each block b /∈
BURLLC, for each j ∈ [t], the BS first picks its sensing signal
X

(s,1)
b,j (s) and then uses DPC to encode its eMBB message me

while precanceling the interference of its own sensing signal.
Specifically, it chooses an index s such that the

X
(e,1)
b,j := S

(1)
b,j (me, s)− αs,1X

(s,1)
b,j (14)

lies in the set D(ℓβs,1P, ζs,1) for a given ζs,1 > 0 where

D(a, ζ) :=
{
x : a− ζ ≤ ∥x∥2 ≤ a

}
. (15)

For simplicity, we assume that at least one such a codeword
exists. If multiple such codewords exist, the index s is chosen at
random from this set, and the BS sends Xb = [Xb,1, . . . ,Xb,t]
with

Xb,j = X
(e,1)
b,j +X

(s,1)
b,j , j ∈ [t]. (16)

2) Encoding at each block b ∈ BURLLC: In each block b ∈
BURLLC, the BS has both eMBB and URLLC messages to send.
For each j ∈ [t], it first picks its sensing signal X(s,2)

b,j (s). It then
uses DPC to encode its eMBB message me while precanceling
the interference of its own sensing signal. More specifically it
chooses an index s such that

X
(e,2)
b,j := S

(2)
b,j (me, s)− αs,2X

(s,2)
b,j (17)

lies in the set D (ℓβs,2(1− βu)P, ζs,2) for a given ζs,2 > 0.
Then it employs DPC to encode mb,U while precanceling the
interference of its own sensing and eMBB signals X

(e,2)
b,j +

X
(s,2)
b,j . Specifically, it chooses an index v such that the sequence

X
(U)
b,j := V b,j(mb,U, v)− αu

(
X

(e,2)
b,j +X

(s,2)
b,j

)
(18)

lies in the set D (ℓβuP, ζu) for a given ζu > 0. If multiple such
codewords exist, indices s and v are chosen at random from
these sets, and the BS sends Xb = [Xb,1, . . . ,Xb,t] with

Xb,j = X
(U)
b,j +X

(e,2)
b,j +X

(s,2)
b,j , j ∈ [t]. (19)

B. Decoding

1) Decoding of URLLC Messages: At the end of each
block b ∈ [η], the UE observes the channel outputs Yb,c:

Yb,c =

{
(X

(e,1)
b + X

(s,1)
b )Hb,c +Nb,c if b /∈ BURLLC

(X
(U)
b + X

(e,2)
b + X

(s,2)
b )Hb,c +Nb,c o.w.

(20)

Define the information density metric between yb,c and vb :=
[vb,1, . . . ,vb,q] by:

i
(U)
b (vb; yb,c) := log

fYb,c|Vb
(yb,c|vb)

fYb,c
(yb,c)

. (21)
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The UE then chooses the pair

(m∗, v∗) = argmax
m,v

i
(U)
b (vb; yb,c). (22)

Given a threshold δU, if for this pair

i
(U)
b (vb; yb,c) > δU (23)

the UE chooses (m̂b,U, v̂) = (m∗, v∗). Otherwise the UE de-
clares that no URLLC message has been received and indicates
it by setting m̂b,U = 0. Define

Bdetect := {b ∈ [η] : m̂b,U ̸= 0}, (24)
Bdecode := {b ∈ Bdetect : m̂b,U = mb,U}, (25)

where Bdetect denotes the set of blocks in which a URLLC
message is detected and Bdecode denotes the set of blocks in
which a URLLC message is decoded correctly.

2) Decoding the eMBB Message under the TIN Approach:
The UE decodes its eMBB message based on the output of
the entire η blocks. Let Yc := [Y1,c, . . . ,Yη,c]. Given that the
URLLC messages interfere on the eMBB transmissions, under
this approach, the UE treats URLLC transmissions as noise.
Therefore, the decoding of the eMBB message depends on the
detection of URLLC messages sent over the η blocks. Let Bdt
be the realization of the set Bdetect defined in (24). Also, let
se,1 := {s(1)b }b/∈Bdt , and se,2 := {s(2)b }b∈Bdt . Given Bdt, the UE
decodes its eMBB message based on the outputs of the entire n
channel uses by looking for an index pair (m′, s′) such that its
corresponding codewords {se,2(m′, s′), se,1(m′, s′)} maximize

i
(e)
TIN (se,2, se,1; yc|Bdetect = Bdt) :=

log
∏
b/∈Bdt

f
Yb,c|S(1)

b

(yb,c|s
(1)
b )

fYb,c
(yb,c)

+ log
∏
b∈Bdt

f
Yb,c|S(2)

b

(yb,c|s
(2)
b )

fYb,c
(yb,c)

(26)

among all codewords {se,2(m′, s′), se,1(m′, s′)}.
3) Decoding the eMBB Message under the SIC Approach:

Under this approach, before decoding the eMBB message, the
UE first mitigates the interference of correctly decoded URLLC
messages over the η blocks. Therefore, the decoding of the
eMBB message depends on both the detection of URLLC
messages sent over the η blocks and the decoding of such
messages. Let Bdc be the realization of the set Bdecode defined
in (24). Also, let se,1 := {s(1)b }b/∈Bdt , and se,2 := {s(2)b }b∈Bdt .
Given Bdt and Bdc, the UE decodes its eMBB message based
on the outputs of the entire n channel uses by looking for
an index pair (m′, s′) such that its corresponding codewords
{se,2(m′, s′), se,1(m′, s′)} maximize

i
(e)
SIC (se,2, se,1; yc|Bdetect = Bdt,Bdecode = Bdc) :=

log
∏
b/∈Bdt

f
Yb,c|S(1)

b

(yb,c|s
(1)
b )

fYb,c
(yb,c)

+ log
∏

b∈Bdt\Bdc

f
Yb,c|S(2)

b

(yb,c|s
(2)
b )

fYb,c
(yb,c)

+ log
∏

b∈Bdc

f
Yb,c|S(2)

b ,Vb
(yb,c|s

(2)
b , vb)

fYb,c|Vb
(yb,c|vb)

(27)

among all codewords {se,2(m′, s′), se,1(m′, s′)}.

C. Target Detection

Following the proposed encoding and decoding schemes, the
received signal at the SR in the alternative hypothesis in (2) can
be reformulated as

Yb,s =

{
(X

(e,1)
b + X

(s,1)
b )Hb,s +Nb,s, b /∈ BURLLC

(X
(U)
b + X

(e,2)
b + X

(s,2)
b )Hb,s +Nb,s, o.w.

(28)

In each block, the SR has the knowledge of the sensing signal
but treats the interference of the communication signal as noise.

IV. MAIN RESULTS

Our main results are presented in Theorem 1 and Theorem 2
where we formulate the optimization problem of Proposition 1
under the TIN and SIC approaches, respectively. Based on our
proposed coding scheme in Section III, the design of the dual-
function transmit waveform X reduces to selecting the coding
parameters α := {αu, αs,1, αs,2} and β := {βU, βs,1, βs,2}.
Hence, the objective is to maximize the eMBB transmission
rate over different value of β and α while ensuring that
the URLLC decoding error probability ϵb,U remains below a
threshold and the target detection probability Pb,D exceeds a
threshold across all blocks. To this end, in this section, we first
evaluate the URLLC decoding error probability in Lemma 1,
the eMBB transmission rate under the TIN and SIC approaches
in Lemma 2 and Lemma 3, and the target detection probability
in Lemma 4. By combining these lemmas with Proposition 1,
we then prove Theorem 1 and Theorem 2.

A. URLLC Decoding Error Probability Analysis

When channel state is known at both the BS and the UE, then
by performing a singular value decomposition, the MIMO chan-
nel in (8) is transferred into the following set of q := min{t, r}
parallel channels

Y b,c,j = Xb,j

√
λb,j +N b,c,j , (29)

for each j ∈ [q] and each b ∈ [η]. Here, λb,1 ≥ λb,2 ≥
. . . ≥ λb,q are the largest q eigenvalues of Hb,cH

H
b,c and

N b,c,j ∼ N (0, Iℓ×ℓ) are independent noise vectors. Let λb :=
[λb,1, . . . , λb,q]. Also, let Xb := [Xb,1, . . . ,Xb,q]. In each
block b ∈ BURLLC, we have the following URLLC decoding
error events:

EU,1 := {b /∈ Bdetect|b ∈ BURLLC}, (30)
EU,2 := {b /∈ Bdecode|b ∈ Bdetect, b ∈ Barrival}, (31)

which indicate a missed-detection event. Specifically, EU,1 hap-
pens when the transmitted URLLC message is not detected
and EU,2 happens when the decoded URLLC message does not
match the transmitted one. In each block b /∈ BURLLC, we have
the following error event:

EU,3 := {b ∈ Bdetect|b /∈ BURLLC}, (32)

which indicates a false-alarm event. More specifically, EU,3
happens when the UE incorrectly declares the detection of a
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URLLC message in a block with no URLLC. The URLLC
decoding error probability thus is bounded as

ϵb,U ≤ Pb−1,D (P[EU,1] + P[EU,2]) + (1− Pb−1,D)P[EU,3], (33)

where Pb−1,D is the target detection probability in the previous
block b− 1 and is calculated in Lemma 4. In Appendix A, we
analyze each error event which results in Lemma 1.

Lemma 1: The average URLLC decoding error probability is
upper bounded as

ϵb,U ≤ Pb−1,DPU,1 + (1− Pb−1,D)PU,2 (34)

where

PU,1 := ϵ̃U,1 + (ϵ̃U,1)
MUMv + ϵ̃U,2, (35)

PU,2 := 1−
(
1− ϵ̃U,2

MUMv

)MUMv

, (36)

ϵ̃U,1 := Q

(
ℓCU − log(MUMv)−KU log(ℓ)√

ℓVU

)
+

B√
ℓ
, (37)

ϵ̃U,2 :=
2

ℓKU

(
log 2√
2πℓ

+
2B√
ℓ

)
, (38)

for some KU > 0 and B > 0 and where Q(x) =
1√
2π

∫∞
x

exp
(
− t2

2

)
dt is the Q-function and

CU :=

q∑
j=1

C(Ωb,j), VU :=

q∑
j=1

V(Ωb,j), (39)

with C(x) = 1
2 log(1 + x), V(x) := x(2+x)

2(1+x)2 with

Ωb,j :=
σ2
y,j − σ2

y|v,j

σ2
y|v,j

, (40)

σ2
y,j := 1 + λb,jP, (41)

σ2
y|v,j := 1 + λb,j(1− α2

u)(1− βu)P. (42)

Proof: See Appendix A.
Remark 1: Under the assumption that P[EU,1] → 0 and

P[EU,3] → 0, i.e., when the probability that all the URLLC
messages are detected correctly is almost 1, then for sufficiently
large ℓ,

ϵb,U ≤ Pb−1,D(ϵ̃U,1 + ϵ̃U,2)

= Pb−1,DQ

(
ℓCU − log(MUMv)−O(log(ℓ))√

ℓVU

)
, (43)

where CU and VU are defined in (39). This result is consistent
with the FBL analysis of decoding error probability of parallel
AWGN channels proposed in [34, Theorem 78].

Remark 2: In the single-input single-output (SISO) case,
the bound on the URLLC decoding error probability can be
recovered from Lemma 1 by setting q = 1 and replacing λb,j

with λb for all j ∈ [q]. In this case, under the assumptions of
Remark 1, we have

ϵb,U ≤ Pb−1,DQ

(
ℓC(Ωb,j)− log(MUMv)−O(log(ℓ))√

ℓV(Ωb,j)

)
, (44)

where C(x) = 1
2 log(1 + x), V(x) := x(2+x)

2(1+x)2 . This result is
consistent with the FBL analysis of decoding error probability
of point-to-point single AWGN channels proposed by Polyan-
skiy, Poor and Verdú in [35, Theorem 54].

B. eMBB Transmission Rate Analysis Under the TIN Approach

The eMBB message is decoded at the end of the entire
n channel uses. Under this approach, the UE treats URLLC
transmissions as noise. Therefore, the decoding of the eMBB
message depends on the detection of URLLC messages sent
over the η blocks. We have the following two eMBB decoding
error events:

Ee,1 := {Bdetect ̸= BURLLC}, (45)
Ee,2 := {m̂e ̸= me|Bdetect = BURLLC}, (46)

where Ee,1 happens when the UE does not successfully detect all
the transmitted URLLC messages, and Ee,2 happens when the
UE successfully detects all the transmitted URLLC messages
but the decoded eMBB messages does not match the transmitted
one.

Recall the definition of Bdt as the realization of the set Bdetect.
The average eMBB decoding error probability is bounded by

ϵ
(n)
e,TIN ≤

∑
Bdt

P[Bdetect = Bdt](
P[Ee,1|Bdetect = Bdt] + P[Ee,2|Bdetect = Bdt]

)
.(47)

In Appendix B, by analyzing the occurrence probability of each
error event, we calculate the right-hand side (RHS) of (47).
We then use the Berry-Esseen central limit theorem (CLT)
for functions [33, Proposition 1] to upper bound the eMBB
transmission rate which results in the following lemma.

Lemma 2: Under the TIN approach, the eMBB transmission
rate Re :=

logMe

n is upper bounded as

Re ≤ Ce −
√

Ve

n
Q−1(ϵe −∆e)−Ke

log(n)

n
− log(Ms)

n
(48)

for some Ke > 0 and where

Ce :=
∑
Bdt

P
|Bdt|
dt (1− Pdt)

η−|Bdt|C̃e, (49)

Ve :=
∑
Bdt

P
|Bdt|
dt (1− Pdt)

η−|Bdt|Ṽe, (50)

C̃e :=
1

η

q∑
j=1

∑
b/∈Bdt

C(Ω
(1)
b,j ) +

∑
b∈Bdt

C(Ω
(2)
b,j )

 , (51)

Ṽe :=
1

η

q∑
j=1

∑
b/∈Bdt

V(Ω
(1)
b,j ) +

∑
b∈Bdt

V(Ω
(2)
b,j )

 , (52)

where C(x) = 1
2 log(1 + x), V(x) := x(2+x)

2(1+x)2 ,

Pdt := Pb−1,D(1− (ϵ̂U,1)
MUMv ) + (1− Pb−1,D)PU,2, (53)

∆e := 1 +
B̃√
n

(
1 +

4

nKe

)
+

2 log 2

nKe

√
2nπ
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−
∑
Bdt

(
Pb−1,D(1− (ϵ̃U,1)

MUMv )
)|Bdt|

× ((1− Pb−1,D)(1− PU,2))
η−|Bdt| , (54)

Ω
(1)
b,j :=

σ2
y,j − σ2

y|s(1),j

σ2
y|s(1),j

, Ω
(2)
b,j :=

σ2
y,j − σ2

y|s(2),j

σ2
y|s(2),j

, (55)

with ϵ̂U,1 := ϵ̃U,1 − 2B̃√
ℓ
, and where ϵ̃U,1 and ϵ̃U,2 are defined in

(37) and (38), respectively, and

σ2
y|s(1),j := 1 + λb,j(1− α2

s,1)(1− βs,1)P, (56)

σ2
y|s(2),j := 1 + λb,jP

(
1− (1− αu)

2(1− βu)

(1− (1− α2
s,2)(1− βs,2))

)
. (57)

Proof: See Appendix B.
Remark 3: The parameter Pdt can be interpreted as the

probability of correct detection of a URLLC message in a given
block b. In the case where λb,j = λ for all b ∈ [η] and all j ∈ [q],
the capacity and the channel dispersion terms can be simplified
as

Ce = q
(
(1− Pdt)C(Ω

(1)) + PdtC(Ω
(2))
)
, (58)

Ve = q
(
(1− Pdt)V(Ω

(1)) + PdtV(Ω
(2))
)
, (59)

where Ω(1) and Ω(2) are obtained from (55) by replacing λb,j

with λ. As a result, under the TIN approach, the eMBB trans-
mission channel is interpreted as q parallel AWGN channels
where in each channel, with probability Pdt a URLLC message
is detected and with probability 1−Pdt, no URLLC message is
detected.

C. eMBB Transmission Rate Analysis Under the SIC Approach

Under this approach, before decoding the eMBB message,
the UE first mitigates the interference of correctly decoded
URLLC messages over the η blocks. Therefore, the decoding of
the eMBB message depends on both the detection of URLLC
messages sent over η blocks and the correct decoding of such
messages. Recall the definition of Bdt as a realization of the set
Bdetect and the definition of Bdc as a realization of the set Bdecode.
To decode the eMBB message, we again have the two error
events defined in (45) and (46). The average eMBB decoding
error probability is bounded as

ϵ
(n)
e,SIC ≤

∑
Bdt

P[Bdetect = Bdt]
(
P[Ee,1|Bdetect = Bdt]

+
∑
Bdc

P[Bdecode = Bdc|Bdetect = BURLLC,Bdetect = Bdt]

P[Ee,2|Bdetect = Bdt,Bdecode = Bdc]
)
. (60)

Note that, compared to the TIN approach, here the decoding of
the eMBB message not only depends on the detected URLLC
messages set Bdt but also depends on the correctly decoded
URLLC messages set Bdc ⊂ Bdt. Under this approach, we have
the following lemma on the eMBB transmission rate.

Lemma 3: Under the SIC approach, the eMBB transmission
rate Re :=

logMe

n is upper bounded by

Re ≤ Ce,2−
√

Ve,2

n
Q−1(ϵe−∆e)−Ke

log(n)

n
− log(Ms)

n
(61)

for some Ke > 0 and where

Ce,2 :=
∑
Bdt

∑
Bdc

A(Pdt,Pdc)C̃e,2, (62)

Ve,2 :=
∑
Bdt

∑
Bdc

A(Pdt,Pdc)Ṽe,2, (63)

C̃e,2 :=
1

η

q∑
j=1

∑
b/∈Bdt

C(Ω
(1)
b,j ) +

∑
b∈Bdt\Bdc

C(Ω
(2)
b,j ) +

∑
b∈Bdc

C(Ω
(3)
b,j )

 ,

(64)

Ṽe,2 :=
1

η

q∑
j=1

∑
b/∈Bdt

V(Ω
(1)
b,j ) +

∑
b∈Bdt\Bdc

V(Ω
(2)
b,j ) +

∑
b∈Bdc

V(Ω
(3)
b,j )

 ,

(65)

where C(x) = 1
2 log(1 + x), V(x) := x(2+x)

2(1+x)2 ,

A(a, b) := a|Bdt|(1− a)η−|Bdt|b|Bdc|(1− b)|Bdt|−|Bdc|, (66)

and

Pdc := 1− ϵ̃U,1 − ϵ̃U,2, (67)

Ω
(3)
b,j :=

σ2
y|v,j − σ2

y|s(2)v,j

σ2
y|s(2)v,j

(68)

with

σ2
y|s(2)v,j

:= 1 + λb,j(1− αu)
2(1− αs,1)

2(1− βu)(1− βs,1)P,(69)

and ϵ̃U,1 and ϵ̃U,2 are defined in (37) and (38), respectively.
Proof: See Appendix C.

Remark 4: In Lemma 3, Pdc can be interpreted as the
probability of correctly decoding a URLLC message in each
block b. In the case where λb,j = λ for all b ∈ [η] and all
j ∈ [q], the capacity and the channel dispersion terms can be
simplified as

Ce,2 = q(1− Pdt)C(Ω
(1))

+qPdt

(
(1− Pdc)C(Ω

(2)) + PdcC(Ω
(3))
)
, (70)

Ve,2 = q(1− Pdt)V(Ω
(1))

+qPdt

(
(1− Pdc)V(Ω

(2)) + PdcV(Ω
(3)
)
, (71)

where Ω(1), Ω(2) and Ω(3) are obtained from (55) and (68) by
replacing λb,j with λ. As a result, under the SIC approach, the
eMBB transmission channel is interpreted as q parallel AWGN
channels where in each channel, with probability 1 − Pdt, no
URLLC message is detected, with probability PdtPdc a URLLC
message is correctly detected and decoded, and with probability
Pdt(1− Pdc) the correctly detected URLLC message is missed
decoded.
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D. Target Detection Probability Analysis

Given that the sensing channel state is known at the SR, the
MIMO channel in (2) is transferred into the following set of q
parallel channels

Y b,s,j = Xb,j
√
γb,j +N b,s,j , (72)

for each j ∈ [q] and each b ∈ [η]. Here, γb,1 ≥ γb,2 ≥ . . . ≥ γb,q
are the q largest eigenvalues of HH

b,sHb,s. The LRT test in each
block b ∈ [η] is defined in (3). Given that N b,s,j ∼ N (0, Iℓ×ℓ),
thus f (Y b,s,j |H0) is a Gaussian distribution. However, due
to our power-shell code construction, this is not the case for
f (Y b,s,j |H1). Hence, we take a change of metric measurement
approach by introducing the following new LRT test:

T̃b := log

 q∏
j=1

Q (Y b,s,j |H1)

f (Y b,s,j |H0)

 H1

≷
H0

δ, (73)

where Q (Y b,s,j |H1) is a Gaussian distribution and yb,s,j |H1 ∼
N (µb,j , σ

2
b,jIℓ) with

µb,j :=

{√
γb,j(1− αs,1)x

(s,1)
b,j , b /∈ BURLLC

√
γb,j(1− αu)(1− αs,2)x

(s,2)
b,j , o.w.

(74)

σ2
b,j := 1 + γb,jκ2(1− κ1)P (75)

where

κ1 :=

{
(1− α2

s,1)(1− βs,1), b /∈ BURLLC

(1− α2
s,2)(1− βs,2), o.w.

(76)

κ2 :=

{
1, b /∈ BURLLC

(1− βu)(1− αu)
2, o.w.

(77)

The test thus can be written as

T̃b =

q∑
j=1

(
||Y b,s,j ||2 −

||Y b,s,j − µb,j ||2

σ2
b,j

)
H1

≷
H0

δ. (78)

Accordingly, in each block b, the target detection and false alarm
probabilities are given by

Pb,D = P[T̃b > δ|H1], Pb,FA = P[T̃b > δ|H0]. (79)

We set δ such that Pb,FA = PFA across all η blocks. The target
detection probability then is given by the following lemma.

Lemma 4: The target detection probability is given by

Pb,D = 1− Fχ̃2

(
F−1
χ̃1

(1− PFA)
)
, (80)

where PFA is the desired false alarm probability,
χ̃1({wb,j}qj=1, ℓ, {νb,j}

q
j=1) and χ̃2({wb,j}qj=1, ℓ, {ν̃b,j}

q
j=1)

are generalized chi-square distributions with Fχ̃1
(·) and Fχ̃2

(·)
as their corresponding cumulative distribution functions (CDFs)
and

wb,j := 1− 1

σ2
b,j

, (81a)

νb,j := κ1κ2ℓP

(
1− wb,j

wb,j

)2

, (81b)

ν̃b,j :=

{
γb,jℓPτ2(βs,1, αs,1) b /∈ BURLLC,

γb,jℓPτ3 o.w.
(81c)

where

τ2(b, a) := b+ (1− b)

(
a+

σ2
b,j

σ2
b,j − 1

(1− a)

)2

, (82)

τ3 := βu + (1− βu)(α
2
u + (1− αu)

2τ(βs,2, αs,2)), (83)

and σ2
b,j , κ1 and κ2 are defined in (75), (76) and (77), respec-

tively.
Proof: See Appendix D.

Remark 5: In the SISO case, the target detection probability
can be recovered from Lemma 4. In this case, χ̃1 and χ̃2

are non-central chi-square distributions with degree of ℓ and
parameters νb and ν̃b, respectively. These parameters can be
calculated from (81) by assuming γb,j = γb for all j ∈ [q].

E. Rate-Reliability-Detection Trade-off

By combining Lemmas 1, 2 and 4 with Proposition 1, we have
the following theorem on the rate-reliability-detection trade-off
under the TIN approach.

Theorem 1: Given n and P, the rate-reliability-detection
trade-off under the TIN approach is given by

max
β,α

Ce −
√

Ve

n
Q−1(ϵe −∆e)−Ke

log(n)

n
− log(Ms)

n
(84a)

s.t.: Pb−1,DPU,1 + (1− Pb−1,D)PU,2 ≤ ϵU, ∀b ∈ [η], (84b)

1− FX̃2
(F−1

X̃1
(1− PFA)) ≥ PD, ∀b ∈ [η], (84c)

where β := {βu, βs,1, βs,2} and α := {αu, αs,1, αs,2}.
By combining Lemmas 1, 3, and 4 with Proposition 1,

we have the following theorem on the rate-reliability-detection
trade-off under the SIC approach.

Theorem 2: Given n and P, the rate-reliability-detection
trade-off under the SIC approach is given by

max
β,α

Ce,2 −
√

Ve,2

n
Q−1(ϵe −∆e,2)−Ke,2

log(n)

n
− log(Ms)

n
(85a)

s.t.: (84b) and (84c) (85b)

where β := {βu, βs,1, βs,2} and α := {αu, αs,1, αs,2}.

V. NUMERICAL ANALYSIS

In this section, we numerically evaluate the rate-reliability-
detection trade-off of Theorem 1 and Theorem 2. For given
P, n, η, PFA, ϵe and ϵU, we first find values of αu and βu such
that ϵb,U is below ϵU in all blocks. Meaning that the constraint
(84b) is satisfied for all blocks. Next, we maximize the upper
bound on the eMBB rate in (84a) over βs,1, βs,2, αs,1, αs,2

while satisfying the minimum required target detection prob-
ability (i.e., PD) over all blocks.

We compare our results with the following two baseline
schemes:
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Fig. 2: Comparing our DPC-based scheme under the TIN
approach with power-sharing and time-sharing schemes for
P = 0.5, ℓ = 150, η = 10, PFA = 10−6, ϵe = 10−3.
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Fig. 3: Our scheme under the TIN approach with different values
of the URLLC decoding error probability threshold for P = 0.5,
ℓ = 150, η = 10, PFA = 10−6, ϵe = 10−3.

• Power-sharing scheme: under this scheme, sensing and
communication signals are superposed by simply adding
the two corresponding codewords [27]. We can obtain
the power-sharing scheme from the proposed DPC-based
scheme by setting αu = αs,1 = αs,2 = 0. We then share
the total transmit power P between the communication and
sensing tasks using the power sharing parameters βs,1, βu

and βs,2 as explained in our scheme.
• Time-sharing scheme: under this scheme, the available

transmission block is shared between the sensing and
communication tasks and thus the two tasks are performed
separately [19]. To analyze the performance of this scheme,
in each block b /∈ BURLLC, we share the ℓ channel uses
between the communication task of transmitting the eMBB
message and the sensing task. In each block b ∈ BURLLC,
we share the ℓ channel uses among the communication
task of transmitting a URLLC message, transmitting the
eMBB message and the sensing task. Each individual task
is performed using the transmit power P.

Fig. 2 illustrates the upper bound on the eMBB transmission
rate as a function of PD for our DPC-based scheme under the
TIN approach. We compare the result with the power-sharing
and time-sharing schemes when ϵU is fixed at 10−2. As can be
seen from this figure, our scheme significantly outperforms the
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Fig. 4: Comparing the upper bound on the eMBB transmission
rate under the TIN and SIC approaches for ϵU set at 10−2 and
10−5 and P = 0.5, ℓ = 150, η = 10, PFA = 10−6, ϵe = 10−3.
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Fig. 5: An illustration of the upper bound on the eMBB
transmission as a function of PD and ϵU under the TIN and
SIC approaches. In this figure, ϵU varies from 10−5 to 10−4

with a step size of 10−5. In this figure, P = 0.5, ℓ = 150,
η = 10, PFA = 10−4 and ϵe = 10−2.

other two schemes. Fig. 3 illustrates the upper bound on the
eMBB transmission rate as a function of PD for our proposed
TIN scheme under different levels of URLLC reliability. It
can be seen that as we decrease the required threshold on
the URLLC decoding error probability (i.e., ϵU) the eMBB
rate decreases. In other words, increasing URLLC reliability
requirements decreases the eMBB transmission rate.

Next we compare the performance of our DPC-based scheme
under the TIN and the SIC approaches. In Fig 4, we plot the
upper bound on the eMBB transmission rate Re under both
approaches for different values of ϵU. It can be seen that in the
case of no URLLC or when the URLLC reliability constraint is
very low, i.e., ϵU = 10−2, the TIN and the SIC approaches have
similar performance. However, at high URLLC requirements,
the SIC approach outperforms the TIN. Fig. 5 illustrates the
upper bound on the eMBB transmission as a function of PD

and ϵU for both the TIN and SIC approaches. In this plot, ϵU
varies from 10−5 to 10−4 with a step size of 10−5 which implies
high requirements on the URLLC reliability and results in the
outperformance of the SIC over the TIN. However, the per-
formance gap decreases when the target detection probability,
i.e., PD, is either very low or very high. Specifically, when
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the target detection probability is very low, most blocks are
with no URLLC, resulting in comparable performance for both
approaches. At high target detection probability, most blocks are
with URLLC and thus more subtracted URLLC interference
will be wrong which introduces error in the eMBB decoding
under the SIC and eventually reduces the gap between the two
approaches.

VI. CONCLUSION

We have proposed a MIMO ISAC-enabled URLLC system
where a BS communicates with a UE and a SR collects echo
signals reflected from a target of interest. The BS simultane-
ously transmit messages from eMBB and URLLC services.
During each eMBB transmission, the transmission of an ad-
ditional URLLC message is triggered when the SR sensed the
presence of the target. To reinforce URLLC transmissions, the
interference of both eMBB and sensing signals were mitigated
using DPC. For this system, we formulated the rate-reliability-
detection trade-off in the finite blocklength regime. Our numer-
ical analysis shows a significant outperformance of our scheme
over the power-sharing and the time-sharing methods.

APPENDIX A
PROOF OF LEMMA 1

Recall that all the codewords are uniformly distributed on
the power shell. As a result of this code construction, our
input codewords are non i.i.d. We thus take a change of
metric approach and instead of the information density metric
i
(U)
b (Vb;Yb,c) defined in (21), we use the following metric:

ĩ
(U)
b (Vb;Yb,c) =

q∑
j=1

log
QY b,c,j |V b,j

(yb,c|vb)
QYb,c

(yb,c)
, (86)

where Q’s are i.i.d Gaussian distributions. Specifically,

QY b,c,j
∼ N

(
yb,c,j : 0, σ

2
y,jIℓ×ℓ

)
, (87)

QY b,c,j |V b,j
∼ N

(
yb,c,j :

√
λb,jvb,j , σ

2
y|v,jIℓ×ℓ

)
, (88)

where σ2
y,j and σ2

y|v,j are defined in (41) and (42), respec-
tively. The following lemma shows that the random variable
ĩ
(U)
b (Vb;Yb,c) converges in distribution to a Gaussian distribu-

tion.
Lemma 5: The following holds:

ĩ
(U)
b (Vb;Yb,c) ∼ N (ℓCU, ℓVU), (89)

where

CU :=

q∑
j=1

C(Ωb,j), VU :=

q∑
j=1

V(Ωb,j) (90)

with C(x) = 1
2 log(1 + x), V(x) := x(2+x)

2(1+x)2 and Ωb,j is defined
in (40).

Proof: See Appendix E.
We are now ready to analyze the URLLC decoding error
probability. Recall the bound on the average URLLC decoding
error probability from (33). Recall the definition of EU,1, EU,2
and EU,3 from (30), (31) and (32), respectively.

1) Analyzing P[EU,1]: This is equivalent to the probability
that for all v ∈ [Mv] and for all m ∈ [MU] there is no codeword
Vb(m, v) such that ĩ(U)b (Vb;Yb,c) > δU. Hence,

P[EU,1] =
(
P[̃i(U)b (Vb;Yb,c) ≤ δU]

)MUMv

. (91)

2) Analyzing P[EU,2]: This is equivalent to the probability
that the UE has detected a URLLC message but the decoded one
does not match the transmitted one. To evaluate this probability,
we use the threshold bound for maximum-metric decoding. I.e.,
for any given threshold δU:

P[EU,2] ≤ P[̃i(U)b (Vb(mb,U, v);Yb,c) ≤ δU]

+(MUMv − 1)P[̃i(U)b (V̄b(m
′, v′);Yb,c) > δU] (92)

where m′ ∈ [MU], v′ ∈ [Mv] and (mb,U, v) ̸= (m′, v′) and
V̄b ∼ fVb

and is independent of Vb and Yb,c.
3) Analyzing P[EU,3]: This is equivalent to the probability

that no URLLC message has been sent over block b but there
is at least one codeword V̄b such that P[̃i(U)b (V̄b;Yb,c) > δU].
Hence,

P[EU,3] = 1−
(
P[̃i(U)b (V̄b;Yb,c) ≤ δU]

)MUMv

. (93)

Combining (33), (91), (92) and (93), we have

ϵb,U ≤ Pb−1,D

(
P[̃i(U)b (Vb;Yb,c) ≤ δU]

MUMv

+P[̃i(U)b (Vb;Yb,c) ≤ δU]

+(MUMv − 1)P[̃i(U)b (V̄b;Yb,c) > δU]
)

+(1− Pb−1,D)

(
1−

(
P[̃i(U)b (V̄b;Yb,c) ≤ δU]

)MUMv
)
. (94)

For some KU > 0, set

δU := log(MUMv) +KU log(ℓ). (95)

To evaluate P[i(U)b (V̄b;Yb,c) > δU] we follow [35, Lemma 47]
which results in

P[̃i(U)b (V̄b;Yb,c) > δU] ≤
2

MUMvℓKU

(
log 2√
2πℓ

+
2B√
ℓ

)
. (96)

Given that ĩ(U)b (Vb(mb,U, v);Yb,c) follows a Gaussian distri-
bution (as shown in Lemma 5), thus we employ the Berry-
Esseen CLT for functions [33, Proposition 1] to bound the
following probability:

P[̃i(U)b (Vb;Yb,c) ≤ δU]

≤ Q

(
− log(MUMv) + ℓCU −KU log(ℓ)√

ℓVU

)
+

B√
ℓ
, (97)

where B > 0 is a constant. Combining (96) and (97) with (94)
concludes the proof.

APPENDIX B
PROOF OF LEMMA 2

Recall the average decoding error probability of eMBB under
the TIN approach from (47). We now evaluate the right-hand
side (RHS) of (47).
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1) Analyzing P[Bdetect = Bdt]:

P̃dt := P[b ∈ BURLLC]P[b ∈ Bdetect|b ∈ BURLLC]

+P[b /∈ BURLLC]P[b ∈ Bdetect|b /∈ BURLLC] (98)
= Pb−1,D(1− P[EU,1]) + (1− Pb−1,D)P[EU,3]. (99)

We thus have

P[Bdetect = Bdt] = P̃
|Bdt|
dt (1− P̃dt)

η−|Bdt|, (100)

which is equivalent to the probability that the UE detects
URLLC messages in all the blocks in Bdt and there is no
URLLC detection in blocks that are in [η]\Bdt.

2) Analyzing P[Ee,1|Bdetect = Bdt]: This error event is equiv-
alent to the probability that the set of blocks in which UE detects
URLLC is different from the set of blocks in which the BS
transmits URLLC messages (i.e., Bdetect ̸= BURLLC).

P[Ee,1|Bdetect = Bdt]

= P[BURLLC ̸= Bdt|Bdetect = Bdt] (101)

= 1− P[BURLLC = Bdt]P[Bdetect = Bdt|BURLLC = Bdt]

P[Bdetect = Bdt]
(102)

= 1− (Pb−1,D(1− P[EU,1]))|Bdt|

P̃
|Bdt|
dt

.

× ((1− P[EU,3])(1− Pb−1,D))
η−|Bdt|

(1− P̃dt)η−|Bdt|
(103)

3) Analyzing P[Ee,2|Bdetect = Bdt]: To evaluate this probabil-
ity, we first follow the argument provided in Appendix A, and
introduce a new metric:

ĩ
(e)
TIN (se,2, se,1; yc|Bdetect = Bdt)

=
∑
b/∈Bdt

q∑
j=1

log
Q

Y b,c,j |S(1)
b,j

(yb,c,j |s
(1)
b,j )

QY b,c.j
(yb,c,j)

+
∑
b∈Bdt

q∑
j=1

log
Q

Y b,c,j |S(2)
b,j

(yb,c,j |s
(2)
b,j )

QY b,c,j
(yb,c,j)

, (104)

where Qs are Gaussian distributions. Specifically,
QY b,c,j

(yb,c,j) is defined in (87) and

Q
Y b,c,j |S(1)

b,j

∼ N
(
yb,c,j : λb,js

(1)
b,j , σ

2
y|s(1),jIℓ×ℓ

)
, (105)

Q
Y b,c,j |S(2)

b,j

∼ N
(
yb,c,j : λb,j(1− αu)

2s
(2)
b,j , σ

2
y|s(2),jIℓ×ℓ

)
, (106)

where σ2
y|s(1),j and σ2

y|s(2),j are defined in (56) and (57), respec-
tively. Following the same argument as the proof of Lemma 5
in [?, Appendix E], we have the following lemma showing
ĩ
(e)
TIN (se,2, se,1; yc|Bdetect = Bdt) converges in distribution to a

Gaussian distribution.
Lemma 6: The following holds:

ĩ
(e)
TIN (se,2, se,1; yc|Bdetect = Bdt) ∼ N (nC̃e, nṼe), (107)

where C̃e and Ṽe are defined in (51) and (52), respectively.
Now by using the threshold bound for maximum-metric decod-
ing, for any given threshold δe, we have

P[Ee,2|Bdetect = Bdt]

≤ P[̃i(e)TIN (Se,1,Se,2;Yc|Bdetect = Bdt) ≤ δe]

+ (MeMs − 1)P[̃i(e)TIN

(
S̄e,1, S̄e,2;Yc|Bdetect = Bdt

)
> δe], (108)

where S̄e,1 ∼ fSe,1 and S̄e,2 ∼ fSe,2 and are independent of
Se,1, Se,2 and Yc. For some Ke > 0, set

δe := logMe + logMs +Ke log(n). (109)

To evaluate P[̃i(e)TIN (Se,1,Se,2;Yc|Bdetect = Bdt) ≤ δe], given
that ĩ(e)TIN (Se,1,Se,2;Yc|Bdetect = Bdt) follows a Gaussian distri-
bution (see Lemma 6), we employ the Berry-Esseen CLT for
functions to bound this probability. Hence,

P[̃i(e)TIN (Se,1,Se,2;Yc|Bdetect = Bdt) ≤ δe]

≤ Q

(
− log(Me)− log(Ms) + nC̃e −Ke log(n)√

nṼe

)
+

B̃√
n
,

(110)

for some B̃ > 0 and where Q(·) is the Q-function. To
evaluate P[̃i(e)TIN

(
S̄e,1, S̄e,2;Yc|Bdetect = Bdt

)
> δe] we follow

[35, Lemma 47] which results in

P[̃i(e)TIN

(
S̄e,1, S̄e,2;Yc|Bdetect = Bdt

)
> δe]

≤ 2

MeMsnKe

(
log 2√
2πn

+
2B̃√
n

)
. (111)

By combining (60), (100), (103), (108), (110) and (111) we
have the following bound:

ϵ(n)e

(i)

≤ 1 +
B̃√
n

(
1 +

4

nKe

)
+

2 log 2

nKe

√
2nπ

−
∑
Bdt

(
Pb−1,D(1− (ϵ̃U,1)

MUMv )
)|Bdt|

× ((1− Pb−1,D)(1− PU,2))
η−|Bdt|

+
∑
Bdt

P
|Bdt|
dt (1− Pdt)

η−|Bdt|

Q

(
− log(MeMs) + nC̃e −Ke log(n)√

nṼe

)
(112)

= ∆e +
∑
Bdt

P
|Bdt|
dt (1− Pdt)

η−|Bdt|

Q

(
− log(MeMs) + nC̃e −Ke log(n)√

nṼe

)
,(113)

where ∆e is defined in (54) and (i) is followed by (91) and
(93) which also result in P̃dt ≤ Pdt where Pdt is defined in
(53). According to Proposition 1, it is required that ϵ(n)e to be
bounded above by ϵe, i.e., ϵ(n)e ≤ ϵe. Thus

ϵe ≥ ∆e +
∑
Bdt

P
|Bdt|
dt (1− Pdt)

η−|Bdt|

Q

(
− log(MeMs) + nC̃e −Ke log(n)√

nṼe

)
(114)

(i)

≥ ∆e +Q

(
− log(MeMs) + nCe −Ke log(n)√

nVe

)
(115)
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where Ce and Ve are defined in (49) and (50), respectively, and
(i) follows by the fact that Q-function is a decreasing function
of its argument. By taking the inverse of the Q-function and
dividing both sides by n, we conclude the proof.

APPENDIX C
PROOF OF LEMMA 3

Recall the average decoding eMBB error probability un-
der the SIC approach from (60). In this section, we ana-
lyze P[Bdecode = Bdc|Bdetect = BURLLC,Bdetect = Bdt] and
P[Ee,2|Bdetect = Bdt,Bdecode = Bdc]. See Appendix B for the
calculation of the remaining terms in the RHS of (60).

A. Analyzing P[Bdecode = Bdc|Bdetect = BURLLC,Bdetect = Bdt]

From (92), we have

P[mb,U ̸= m̂b,U|Bdetect = BURLLC = Bdt] ≤ ϵ̃U,1 + ϵ̃U,2. (116)

Let ϵ̃U,1 + ϵ̃U,2 := 1− Pdc. Thus,

P[Bdecode = Bdc|Bdetect = BURLLC,Bdetect = Bdt]

=
∏

b∈Bdc

P[mb,U = m̂b,U|Bdetect = BURLLC = Bdt]

·
∏

b∈Bdt\Bdc

(1− P[mb,U = m̂b,U|Bdetect = BURLLC = Bdt]) (117)

≤ P
|Bdc|
dc (1− Pdc)

|Bdt|−|Bdc|. (118)

which is equivalent to the probability that all the URLLC
messages in Bdc are decoded correctly and no URLLC message
is decoded correctly in the remaining blocks in Bdt\Bdc.

B. Analyzing P[Ee,2|Bdetect = Bdt,Bdecode = Bdc]

To evaluate this probability, we first follow the argument
provided in Appendix A, and introduce a new metric:

ĩ
(e)
SIC (se,2, se,1; yc|Bdetect = Bdt,Bdecode = Bdc) :=

log
∏
b/∈Bdt

Q
Yb,c|S(1)

b

(yb,c|s
(1)
b )

QYb,c
(yb,c)

+ log
∏

b∈Bdt\Bdc

Q
Yb,c|S(2)

b

(yb,c|s
(2)
b )

QYb,c
(yb,c)

+ log
∏

b∈Bdc

Q
Yb,c|S(2)

b ,Vb
(yb,c|s

(2)
b , vb)

QYb,c|Vb
(yb,c|vb)

, (119)

where Qs are Gaussian distributions. Specifically,
QY b,c,j

(yb,c,j), QYb,c|Vb
(yb,c|vb), Q

Yb,c|S(1)
b

(yb,c|s
(1)
b ), and

Q
Yb,c|S(2)

b

(yb,c|s
(2)
b ) are defined in (87), (88), (105) and (106),

respectively, and Q
Yb,c|S(2)

b ,Vb
(yb,c|s

(2)
b , vb) is a Gaussian

distribution with mean V b,j + (1 − αu)S
(1)
b,j and variance

σ2
y|s(2)v,j defined in (69). Following the same argument as the

proof of Lemma 5, we have the following lemma.
Lemma 7: The following holds:

ĩ
(e)
SIC (se,2, se,1; yc|Bdetect = Bdt,Bdecode = Bdc) ∼ N (nC̃e,2, nṼe,2),

(120)
where C̃e,2 and Ṽe,2 are defined in (64) and (65), respectively.

Following similar steps as in (108) to (113), we can show that

ϵe ≥ ∆e

+
∑
Bdt

P
|Bdt|
dt (1− Pdt)

η−|Bdt|
∑
Bdc

P
|Bdc|
dc (1− Pdc)

|Bdt|−|Bdc|

Q

− log(MeMs) + nC̃e,2 −Ke log(n)√
nṼe,2

 (121)

≥ ∆e +Q

(
− log(MeMs) + nCe,2 −Ke,2 log(n)√

nVe,2

)
(122)

where Ce,2 and Ve,2 are defined in (62) and (63), respectively.
By taking the inverse of the Q-function and dividing both sides
by n, we conclude the proof.

APPENDIX D
PROOF OF LEMMA 4

From (78), the probability of false alarm is given by

Pb,FA = P

 q∑
j=1

(
||N b,s,j ||2 −

||N b,s,j − µb,j ||2

σ2
b,j

)
> δ

 (123)

= P

ub > δ +

q∑
j=1

1

σ2
b,j − 1

||µb,j ||2
 , (124)

where

ub :=

q∑
j=1

(
1− 1

σ2
b,j

)
||N b,s,j +

1

σ2
b,j − 1

µb,j ||2. (125)

Given that N b,s,j ∼ N (0, Iℓ), then N b,s,j + 1
σ2
b,j−1

µb,j ∼
N ( 1

σ2
b,j−1

µb,j , Iℓ) and consequently ||N b,s,j + 1
σ2
b,j−1

µb,j ||2

follows a non-central chi-square distribution with degree of ℓ
and parameter 1

(σ2
b,j−1)2

||µb,j ||2 . Hence, ub is the weighted sum
of independent non-central chi-square random variables. It thus
follows a generalized chi-square distribution. More specifically,

ub ∼ X̃1({wb,j}qj=1, ℓ, {νb,j}
q
j=1), (126)

where the parameters {wb,j}qj=1 and {νb,j}qj=1 are defined
in (81). Let FX̃1

(·) denote the CDF of the corresponding
generalized chi-square distribution. The probability of false
alarm thus is given by

Pb,FA = 1− FX̃1

δ +

q∑
j=1

1

σ2
b,j − 1

||µb,j ||2
 . (127)

For each block b, we fix Pb,FA at PFA. Thus, δ is equal to

δ = F−1

X̃1
(1− PFA)−

q∑
j=1

1

σ2
b,j − 1

||µb,j ||2. (128)

The target detection probability is given by

Pb,D = P
[ q∑
j=1

(
||N b,s,j +Xb,j

√
γb,j ||2
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−
||N b,s,j +Xb,j

√
γb,j − µb,j ||2

σ2
b,j

)
> δ
]
(129)

= P[ũb > F−1

X̃1
(1− PFA)], (130)

where

ũb :=

q∑
j=1

(1− 1

σ2
b,j

)||N b,s,j +
√
γb,jXb,j +

1

σ2
b,j − 1

µb,j ||2.

(131)
Following the same argument provided for the false alarm
probability, one can obtain that ũb is the weighted sum of
independent non-central chi-square random variables and thus
follows a generalized chi-square distribution as

ũb ∼ X̃2({wb,j}qj=1, ℓ, {ν̃b,j}
q
j=1), (132)

where the parameters {wb,j}qj=1 and {ν̃b,j}qj=1 are defined in
(81). By denoting FX̃2

(·) as the CDF of the corresponding
generalized chi-square distribution, we conclude the proof.

APPENDIX E
PROOF OF LEMMA 5

To prove this lemma, we follow a similar argument as the
one provided in [33, Proposition 1]. Recall the definition of
ĩU(Vb;Yb,c) from (86). In the following, we prove that

ĩU(V b,j ;Y b,c,j) ∼ N (ℓC(Ωb,j), ℓV(Ωb,j)) (133)

which consequently proves Lemma 5. To this end, recall the
definition of QY b,c,j |V b,j

(yb,c,j |vb,j) and QY b,c,j
(yb,c,j) from

(87) and (88), respectively. Denote

Z̃j = λb,j(1− αu)(S
(2)
b,j + (1− αs,2)X

(s,2)
b,j ) +N b,c,j . (134)

According to the definition of QY b,c,j |V b,j
(yb,c,j |vb,j), Z̃j

follows an i.i.d Gaussian distribution with zero mean and
variance σ2

y|v,jIℓ×ℓ. We thus have

ĩU(V b,j ;Y b,c,j) = log
QY b,c,j |V b,j

(yb,c,j |vb,j)

QY b,c,j
(yb,c,j)

(135)

= log

(
1√

2πσ2
y|v,j

)ℓ

exp

[
− ||Y b,c,j−

√
λb,jV b,j ||2

2σ2
y|v,j

]
(

1√
2πσ2

y,j

)ℓ

exp
[
− ||Y b,c,j ||2

2σ2
y,j

] (136)

= ℓC(Ωb,j) +
1

2σ2
y,j

(
||Y b,c,j ||2 −

σ2
y,j

σ2
y|v,j

||Z̃j ||2
)

(137)

= ℓC(Ωb,j) +
1

2σ2
y,j

(
σ2
y,j − σ2

y|v,j

)(
ℓ− ||Z̃j ||2

σ2
y|v,j

)

+

√
λb,j

σ2
y,j

⟨V b,j , Z̃j⟩ (138)

= ℓC(Ωb,j)

+
1

2σ2
y,j

(
c1(ℓ− ||Z̃j ||2) + c2⟨Z̃j ,V b,j⟩

)
(139)

where

c1 := Ωb,jσ
2
y|v,j , (140)

c2 := 2
√

λb,j . (141)

The summands in (139) are not independent, since V b,j are not
independent across time. One can however express independent
uniform random variables on the power shell as a functions of
independent Gaussian random variables. To this end, let W 1 ∼
N (0, Iℓ) be i.i.d Gaussian random variables independent of the
noise Z̃j . Inputs Vb,j,t with t ∈ [ℓ] thus can be expressed as

Vb,j,t =
√
ℓ(βu + α2

u(1− βu))P
W1,t

||W 1||
. (142)

To apply the CLT for functions proposed in [33, Proposition 1],
we consider the sequence {U t := (U1,t, U2,t, U3,t)}∞t=1 whose
elements are defined as

U1,t := 1−
Z̃2
j,t

σ2
y|v,j

, (143)

U2,t :=
√
(βu + α2

u(1− βu))Pσ2
y|v,jW1,tZ̃j,t, (144)

U3,t := W 2
1,t − 1, (145)

Note that this random vector has an i.i.d. distribution across
time t = 1, . . . , n and its moments can be easily verified to
satisfy E[U1] = 0 and E[||U t||32] < ∞. The covariance matrix
of this vector is given by

Cov(U) = Diag
[
2, (βu + α2

u(1− βu))Pσ
2
y|v,j , 2

]
. (146)

Next, we define the function f as

f(u) = c1u1 +
c2u2√
1 + u3

. (147)

Notice that f(0) = 0, and all the first and second order partial
derivatives of f are continuous in a neighborhood of u = 0.
The Jacobian matrix {∂f(u)

∂uj
}1×3 at u = 0 thus is given by

J
∣∣
u=0

= [c1 c2 0]. (148)

Furthermore,

f

(
1

ℓ

ℓ∑
t=1

U t

)

=
c1
ℓ

ℓ∑
t=1

(
1−

Z̃2
j,t

σ2
y|v,j

)

+

c2
ℓ

∑ℓ
t=1

√
(βu+α2

u(1−βu))Pσ2
y|v,j√

ℓ
W1,tZ̃j,t√

1 + 1
ℓ

∑ℓ
t=1(W

2
1,t − 1)

=
1

ℓ

(
c1(ℓ− ||Z̃j ||2) + c2⟨Z̃j ,V b,j⟩

)
(149)

From the CLT in [33, Proposition 1], we now conclude that the
random variable ĩU(V b,j ;Y b,c,j) converges in distribution to a
Gaussian distribution with mean ℓC(Ωb,j) and variance

ℓ

4σ4
y,j

[c1 c2 0 0]Cov(U)[c1 c2 0]T

=
ℓ

4σ4
y,j

[
2Ω2

b,jσ
4
y|v,j + 4λb,j(βu + α2

u(1− βu))Pσ
2
y|v,j

]
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= ℓ
Ωb,j(2 + Ωb,j)

2(1 + Ωb,j)2
= V(Ωb,j) (150)

This concludes the proof.
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