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Abstract—This article investigates intelligent reflecting surface
(IRS) enabled non-line-of-sight (NLoS) wireless sensing, in which
an IRS is deployed to assist an access point (AP) to sense a target
at its NLoS region. It is assumed that the AP is equipped with
multiple antennas and the IRS is equipped with a uniform lin-
ear array. We consider two types of target models, namely the
point and extended targets, for which the AP aims to estimate the
targets direction-of-arrival (DoA) and the target response matrix
with respect to the IRS, respectively, based on the echo signals
from the AP-IRS-target-IRS-AP link. Under this setup, we jointly
design the transmit beamforming at the AP and the reflective
beamforming at the IRS to minimize the Cramér-Rao bound (CRB)
on the estimation error. Towards this end, we first obtain the CRB
expressions in closed form. It is shown that for the point target,
the CRB for estimating the DoA depends on both the transmit and
reflective beamformers; while for the extended target, the CRB for
estimating the target response matrix only depends on the transmit
beamformers. Next, we optimize the joint beamforming design to
minimize the CRB for the point target via alternating optimization,
semi-definite relaxation, and successive convex approximation. We
also obtain the optimal transmit beamforming solution in closed
form to minimize the CRB for the extended target. Numerical
results show that for both cases, the proposed designs based on
CRB minimization achieve improved sensing performances than
other traditional schemes.
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I. INTRODUCTION

INTEGRATING wireless (radar) sensing into future beyond-
fifth-generation (B5G) and six-generation (6G) wireless net-

works as a new functionality has attracted growing research
interest to support various environment-aware applications such
as industrial automation, auto-driving, and remote healthcare
(see, e.g., [2], [3], [4] and the references therein). Convention-
ally, wireless sensing relies on line-of-sight (LoS) links between
the access points (APs) and the sensing targets, such that the
sensing information (e.g., the distance/velocity/angle of targets)
can be extracted based on the target echo signals [3]. However, in
practical scenarios with dense obstructions such as autonomous
driving and smart city, sensing targets are likely to be located
at the non-LoS (NLoS) region of APs, where conventional LoS
sensing may not be applicable in general. Therefore, how to
realize NLoS sensing in such scenarios is a challenging task.

Motivated by its success in wireless communications [5], [6],
[7], [8], intelligent reflecting surface (IRS) or reconfigurable
intelligent surface (RIS) has become a viable new solution to
overcome this issue (see, e.g., [9], [10], [11], [12], [13], [14],
[15], [16]). By properly deploying IRSs around the AP to recon\
the radio propagation environment, virtual LoS links are estab-
lished between the AP and the targets in its NLoS region, such
that the AP can perform NLoS target sensing based on the echo
signals from AP-IRS-target-IRS-AP links. To combat the severe
signal propagation loss over such triple-reflected links, the IRS
can adaptively control the phase shifts at reflecting elements,
such that the reflected signals are beamed towards desired target
directions to enhance sensing performance.

There have been several prior works investigating IRS-
enabled wireless sensing [9], [10], [11], [12], [13] and IRS-
enabled integrated sensing and communications (ISAC) [14],
[15], [16], respectively. For instance, the work [9] presented
the NLoS radar equation based on the AP-IRS-target-IRS-AP
link and evaluated the resultant sensing performance in terms
of signal-to-noise ratio (SNR) and signal-to-clutter ratio (SCR).
In [10], the authors considered an IRS-enabled bi-static target
estimation, where dedicated sensors were installed at the IRS
for estimating the direction of its nearby target through the IRS
controller-IRS-target-sensors and IRS controller-target-sensors
links. Under this setup, the authors optimized the IRS’s re-
flective beamforming to maximize the average received signal
power at the sensors. In [11], [12], [13], the authors consid-
ered IRS-enabled target detection, in which the IRS’s passive
beamforming was optimized to maximize the target detection
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probability subject to a fixed false alarm probability constraint.
In [14], the authors considered an IRS-enabled ISAC system
with one base station (BS), one communication user (CU), and
multiple targets, in which the IRS’s minimum beampattern gain
towards the desired sensing angles was maximized by jointly
optimizing the transmit beamforming at the BS and the reflective
beamforming at the IRS, subject to a minimum SNR requirement
at the CU. In [15], [16], the authors considered an IRS-enabled
ISAC system, in which the SNR of radar was maximized by
joint beamforming design while ensuring a quality-of-service
requirement at the CU.

In prior works on IRS-enabled sensing and IRS-enabled
ISAC, the sensing SNR (or beampattern gain) and target detec-
tion probability have been widely adopted as the sensing perfor-
mance measure for joint beamforming optimization. Cramér-
Rao bound (CRB) is another important sensing performance
measure, especially for target estimation tasks, which provides a
lower bound on the variance of unbiased parameter estimators. In
prior studies on wireless sensing [17], [18], [19] and ISAC [20],
[21] without IRS, CRB has been widely adopted as the design
objective for sensing performance optimization. Nevertheless, to
our best knowledge, how to analyze the CRB performance for
NLoS target estimation through the AP-IRS-target-IRS-AP link
and optimize such performance by joint transmit and reflective
beamforming design is still an uncharted area.

This article considers an IRS-enabled NLoS wireless sensing
system, which consists of one AP with multiple antennas, one
IRS with a uniform linear array (ULA), and one target at the
NLoS region of the AP. It is assumed that the AP perfectly knows
the channel state information (CSI) of the AP-IRS link, and the
AP needs to estimate the target parameters based on the echo
signals from the AP-IRS-target-IRS-AP link. We consider two
types of target models [20], [22], [23], [24], namely the point
and extended targets, respectively. For the point target scenario,
the AP estimates the target’s direction-of-arrival (DoA) with
respect to (w.r.t.) the IRS. For the extended target scenario, the
AP estimates the complete target response matrix w.r.t. the IRS
(or equivalently the cascaded IRS-target-IRS channel matrix).
We aim to minimize the CRB for parameters estimation, by
jointly optimizing the transmit beamforming at the AP and the
reflective beamforming at the IRS. The main contributions of
the article are as follows:
� First, we obtain the closed-form CRB expressions for

estimating the DoA and the target response matrix in the
point and extended target cases, respectively. For the point
target case, it is shown that the CRB depends on both the
transmit and reflective beamformers, and the target’s DoA
can only be estimated when the rank of the AP-IRS or
IRS-AP channel is larger than one or equivalently there are
at least two signal paths. By contrast, for the extended target
case, the target response matrix can only be estimated when
the rank of the AP-IRS and IRS-AP channels are equal
to the number of reflecting elements at the IRS, and the
resultant CRB depends only on the transmit beamformers
at the AP.

� Next, we minimize the obtained CRB by jointly optimizing
the transmit beamforming at the AP and the reflective
beamforming at the IRS, subject to a maximum power
constraint at the AP. For the point target case, the for-
mulated CRB minimization problem is non-convex and
difficult to solve. We present an efficient algorithm via al-
ternating optimization, semi-definite relaxation (SDR), and

successive convex approximation (SCA). For the extended
target case, the resultant CRB minimization problem is
convex, in which only the transmit beamforming vectors
at the AP are optimization variables. We obtain the closed-
form optimal transmit beamforming solution, in which
the singular value decomposition (SVD) is first imple-
mented to diagonalize the AP-IRS channel into parallel
subchannels, and then channel amplitude inversion power
allocation is performed over these subchannels.

� Finally, we present numerical results to validate the perfor-
mance of our proposed designs. It is shown that the for the
point target case, joint beamforming design based on CRB
minimization achieves improved sensing performance in
terms of mean squared error (MSE), as compared to tra-
ditional schemes with SNR maximization, transmit beam-
forming only, and reflective beamforming only. For the
extended target case, the proposed transmit beamforming
design outperforms the traditional isotropic transmission
scheme. We also compare the CRB performance versus the
MSE achieved by maximum likelihood estimation (MLE).
For point target, the MSE converges towards the CRB when
the SNR is sufficiently high. For extended target, the MSE
equals the CRB.

The remainder of the article is organized as follows. Sec-
tion II introduces the system model of our considered IRS-
enabled NLoS wireless sensing system. Section III presents the
closed-form CRB expressions for estimating the DoA and the
target response matrix in the point and extended target cases,
respectively. Section IV minimizes the CRB for estimating the
DoA in the point target case by jointly optimizing the transmit
beamforming at the AP and the reflective beamforming at the
IRS. Section V minimizes the CRB for estimating the target
response matrix in the extended target case by optimizing the
transmit beamforming at the AP. Finally, Section VI provides
numerical results, followed by a conclusion in Section VII.

Notations: Boldface letters refer to vectors (lower case) or
matrices (upper case). For a square matrix S, tr(S) and S−1

denote its trace and inverse, respectively, and S � 0 means
that S is positive semi-definite. For an arbitrary-size matrix M,
rank(M), M∗, MT , and MH are its rank, conjugate, transpose,
and conjugate transpose, respectively. The matrix Im is an
identity matrix of dimension m. We use CN (x,Σ) to denote
the distribution of a circularly symmetric complex Gaussian
(CSCG) random vector with mean vector x and covariance
matrix Σ, and ∼ to denote “distributed as”. The spaces of x× y
complex and real matrices are denoted by C

x×y and R
x×y,

respectively. The real and imaginary parts of a complex number
are denoted by Re{·} and Im{·}, respectively. The symbol E(·)
is the statistical expectation, ‖ · ‖ stands for the Euclidean norm,
| · | for the magnitude of a complex number, diag(a1, . . . , aN )
for a diagonal matrix with diagonal elements a1, . . . , aN , ⊗
for the Kronecker product, vec(·) for the vectorization operator,
and arg(x) for a vector with each element being the phase of
the corresponding element in x.

II. SYSTEM MODEL

We consider an IRS-enabled NLoS wireless sensing system
as shown in Fig. 1, which consists of one AP with Mt > 1
transmit antennas and Mr > 1 receive antennas, one ULA-IRS
with N > 1 reflecting elements, and one target at the NLoS
region of the AP (i.e., the LoS link between the AP and the target
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Fig. 1. System model of IRS-enabled sensing.

is blocked by obstacles such as buildings and trees). We assume
the target estimation is implemented at the AP instead of the
IRS, as the IRS is often a passive device without the capability
of signal processing. In the IRS-enabled sensing system, the AP
first optimizes the joint beamforming at the AP and the IRS,
and then configures the reflecting elements at the IRS through a
smart controller at the IRS [6], [7], [8]. Then, the AP transmits
radio signals over the radar dwell time ofT and receives the echo
signals through the AP-IRS-target-IRS-AP link. After collecting
the echo signals over duration time T , the AP processes the
signals for target estimation.

First, we consider the transmit and reflective beamforming at
the AP and the IRS, respectively. Letx(t) denote the transmitted
signal by the AP at time slot t. The sample covariance matrix of
the transmitted signal is

Rx =
1

T

T∑
t=1

x(t)x(t)H , (1)

which corresponds to the transmit beamforming vectors to be
optimized. Suppose that rank(Rx) = k and the eigenvalue de-
composition (EVD) of Rx is given by

Rx = WΛWH , (2)

where Λ = diag(λ1, . . . , λM ) and W = [w1, . . .,wMt
], with

λ1 ≥ . . . ≥ λk > λk+1 = . . . = λMt
= 0 and WWH =

WHW = IMt
. This means that there are a number of k

sensing beams transmitted by the AP, each of which is denoted
by

√
λiwi, i ∈ {1, . . . , k} (see, e.g., [25]). As for the reflective

beamforming, we consider that the IRS can only adjust the phase
shifts of its reflecting elements [5]. Let v = [ejφ1 , . . . , ejφN ]T

and Φ = diag(v) denote the reflective beamforming vector and
the corresponding reflection matrix at the IRS, respectively, with

φn ∈ (0, 2π] being the phase shift of element n ∈ {1, . . . , N},
which are optimized later to enhance the sensing performance.

Next, we introduce the channel models. We consider general
narrowband channel models for the AP-IRS and IRS-AP links.
Let Gt ∈ C

N×Mt and Gr ∈ C
Mr×N denote the channel ma-

trices of the AP-IRS and IRS-AP links, respectively. For the
monostatic multiple-input multiple-output (MIMO) radar with
Mt = Mr, we have Gr = GT

t in general [18], [26]. Let H
denote the target response matrix w.r.t. the IRS (or equivalently
the cascaded IRS-target-IRS channel), which can be expressed
in the following by considering two specific target models.

1) Point Target Model: When the spatial extent of the target is
small, the incident signal is reflected by the target from a singular
scatterer [20], [22]. The target response matrix w.r.t. the IRS is
modeled as

H = αa(θ)aT (θ), (3)

where α ∈ C denotes the complex-valued channel coefficient
dependent on the target’s radar cross section (RCS) and the
round-trip path loss of the IRS-target-IRS link, and a(θ) denotes
the steering vector at the IRS with angle θ, i.e.,

a(θ) =

[
1, e

j2π
dIRS sinθ

λR , . . . , e
j2π

(N−1)dIRS sinθ

λR

]T
, (4)

with θ denotes the target’s DoA w.r.t. the IRS. In (4),dIRS denotes
the spacing between consecutive reflecting elements at the IRS,
and λR denotes the carrier wavelength. In this case, the target’s
DoA θ is the unknown parameter to be estimated by the AP.

2) Extended Target Model: When the spatial extent of the
target is large, the echo signals reflected by the target come from
several scatterers in an extended region of space [20], [22], [23],
[24]. In this case, the point target model does not accurately
reflect the behavior of distributed point-like scatterers, as the
echo signals reflected by the extended target consist of multiple
signal paths from scatterers with different angles. It is assumed
that the AP has no prior knowledge about the distribution of the
scatterers. As a result, the AP needs to estimate the complete
target response matrix H, such that the angles of scatterers can
be recovered from the estimation of the target response matrix
using techniques such as the MUSIC algorithm [27], [28], [29].

We now introduce the received signal by the AP, based on the
signal propagation procedure detailed in the following.
� First, the AP transmits radio signal x(t) towards the IRS

through the AP-IRS link. The impinged signal at the IRS
through the AP-IRS link is Gtx(t).

� Next, the IRS reflects the incident signal with reflection
matrixΦ, and the departed signal from the IRS isΦGtx(t).

� Then, the radio signal illuminates the target. After target
reflection (through the AP-IRS-target-IRS link), the im-
pinged signal at the IRS is HΦGtx(t), which is reflected
by the IRS again. The departed echo signal from the IRS
is ΦTHΦGtx(t).

� Finally, by passing through the IRS-AP channel Gr, the
echo signal at the AP becomes GrΦ

THΦGtx(t). By
adding noisen(t) ∼ CN (0, σ2

RIMr
) at the AP receiver, we

have the received signal at time t ∈ {1, . . . , T} :

y(t) = GrΦ
THΦGtx(t) + n(t). (5)

Notice that n(t) may include the background and clutter
interference.
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We stack the transmitted signals, the received signals, and the
noise over the radar dwell time as X = [x(1), . . . ,x(T )], Y =
[y(1), . . . ,y(T )], and N = [n(1), . . . ,n(T )], respectively. Ac-
cordingly, we have

Y = GrΦ
THΦGtX+N. (6)

Based on the received echo signal in (6), our objective is
to estimate the target’s DoA θ in the point target case, and to
estimate the target response matrixH in the extended target case.
It is assumed that the AP perfectly knows the CSI Gt and Gr

of the AP-IRS and IRS-AP links via proper channel estimation
algorithms (see, e.g., [30]). This assumption is practically valid,
due to the fact that the AP and the IRS are deployed at fixed
locations and thus their channels are slowly varying in practice.
It is also assumed that the AP perfectly knows its transmitted
signal X (and the associated sample covariance matrix Rx) and
the IRS’s reflective beamforming vector v (or Φ), which can be
optimized to enhance the sensing performance.

In the following, Section III obtains the closed-form CRB
expressions for target parameters estimation. Sections IV mini-
mize the CRB in (16) or (19) by jointly optimizing the sample
covariance matrix Rx at the AP and the reflective beamforming
vectorv at the IRS for the point target case. Sections V minimize
the CRB in (26) by optimizing the sample covariance matrixRx

at the AP for the extended target case.

III. ESTIMATION CRB

This section analyzes the CRB performance in the IRS-
enabled NLoS wireless sensing system for the point and ex-
tended target cases, respectively.

A. Point Target Case

First, we consider the point target case and derive CRB for
estimating the DoA θ. Substituting the target response matrix
H = αa(θ)aT (θ) into the received echo signal in (6), we have

Y = GrΦ
Tαa(θ)aT (θ)ΦGtX+N. (7)

Let ξ = [θ, α̃T ]T ∈ R
3×1 denote the vector of unknown pa-

rameters to be estimated, including the target’s DoA θ
and the complex-valued channel coefficient α, where α̃ =
[Re{α}, Im{α}]T . We are particularly interested in character-
izing the CRB for estimating the target’s DoA θ. This is due to
the fact that it is difficult to extract the target information from
the channel coefficient α, as it depends on both the target’s RCS
and the distance-dependent path loss of the IRS-target-IRS link
that are usually unknown.

First, we obtain the Fisher information matrix (FIM) for
estimating ξ to facilitate the derivation of the CRB for DoA
estimation. Let B(θ) = c(θ)b(θ)T with b(θ) = GT

t Φ
Ta(θ)

and c(θ) = GrΦ
Ta(θ), the received echo signal in (7) can be

rewritten as

Y = αB(θ)X+N. (8)

For notational convenience, in the sequel we drop θ in a(θ),
b(θ), c(θ), and B(θ), and accordingly denote them as a, b, c,
and B, respectively. By vectorizing (8), we have

ỹ = vec(Y) = ũ+ ñ, (9)

where ũ = αvec(BX) and ñ = vec(N) ∼ CN (0,Rn) with
Rn = σ2

RIMrT . Let F̃ ∈ R
3×3 denote the FIM for estimating

ξ based on (9). Since ñ ∼ CN (0, σ2
RIMrT ), each element of F̃

is given by [17]

F̃i,j = tr

(
R−1

n

∂Rn

∂ξi
R−1

n

∂Rn

∂ξj

)

+ 2Re

{
∂ũH

∂ξi
R−1

n

∂ũ

∂ξj

}
, i, j ∈ {1, 2, 3}. (10)

Based on (10), the FIM F̃ is partitioned as

F̃ =

[
F̃θθ F̃θα̃

F̃T
θα̃ F̃α̃α̃

]
, (11)

where

F̃θθ =
2T |α|2
σ2

R
tr(ḂRxḂ

H), (12)

F̃θα̃ =
2T
σ2

R
Re{α∗tr(BRxḂ

H)[1, j]}, (13)

F̃α̃α̃ =
2T
σ2

R
tr(BRxB

H)I2, (14)

with j =
√−1 and Ḃ = ∂B

∂θ denoting the partial derivative of
B w.r.t. θ. The derivation of the FIM F̃ follows the standard
procedure in [18]; see details in Appendix A.

Next, we derive the CRB for estimating the DoA, which
corresponds to the first diagonal element of F̃−1, i.e.,

CRB(θ) = [F̃−1]1,1 = [F̃θθ − F̃θα̃F̃
−1
α̃α̃F̃

T
θα̃]

−1. (15)

Based on (15) and (11), we have the following lemma.
Lemma 1: The CRB for estimating the DoA θ is given by

CRB(θ) =
σ2

R

2T |α|2
(

tr(ḂRxḂH)− |tr(BRxḂH)|2
tr(BRxBH)

) . (16)

To gain more insight and facilitate the reflective beam-
forming design, we re-express CRB(θ) in (16) w.r.t. the re-
flective beamforming vector v. Towards this end, we in-
troduce A = diag(a), and accordingly have b = GT

t Φ
Ta =

GT
t Av and c = GrΦ

Ta = GrAv. Let ḃ and ċ and de-
note the partial derivative of b and c w.r.t. θ, respectively,
where ḃ = j2π dIRS

λR
cos θGTΦTDa = j2π dIRS

λR
cos θGT

t ADv

and ċ = j2π dIRS
λR

cos θGrΦ
TDa = j2π dIRS

λR
cos θGrADv with

D = diag(0, 1, . . . , N − 1). As a result,

B = cbT = GrAvvTATGT
t , (17)

Ḃ = ċbT + cḃT .

= j2π
dIRS

λR
cos θGrA(DvvT + vvTDT )ATGt. (18)

Then we have the following lemma.
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Lemma 2: The CRB for estimating the DoA θ, i.e., CRB(θ) in
(16), can be re-expressed in (19) shown at the bottom of this page,
w.r.t.v, whereR1 = AHGH

r GrA andR2 = AHG∗
tR

∗
xG

T
t A.

Proof: This lemma is verified by substituting (17) and (18)
into (16). �

Based on CRB(θ) in (19), we have the following proposition.
Proposition 1: If rank(Gt) = rank(Gr) = 1 (or equivalently

there is only one single path between the AP and the IRS), then
the FIM F̃ in (10) for estimating ξ is a singular matrix, and
CRB(θ) = ∞. Otherwise, the FIM F̃ is invertible, and CRB(θ)
is bounded.

Proof: See Appendix B. �
Proposition 1 shows that the target’s DoA θ can only be

estimated only when rank(Gt) > 1 or rank(Gr) > 1 (i.e., the
number of signal paths between the AP and the IRS is larger
than one). The reasons are intuitively explained as follows.
When rank(Gt) = rank(Gr) = 1, the truncated SVD ofGt and
Gt are expressed as Gt = σ1,ts1,tq

T
1,t and Gr = σ1,rs1,rq

T
1,r,

where s1,t, s1,r and q1,t,q1,r are the left and right dominant
singular vectors, and σ1,t, σ1,r are the dominant singular values
of the corresponding matrices. Accordingly, the received echo
signal in (5) at the AP is given by

y(t) = ασ1,tσ1,rs1,r q
T
1,rΦ

TaaTΦs1,t︸ ︷︷ ︸
β(θ)

qT
1,tx(t)︸ ︷︷ ︸
x̃(t)

+n(t), (20)

where β(θ) = qT
1,rΦ

TaaTΦs1,t is the only term related to θ.
Notice that in (20), the complex numbersα andβ(θ) are coupled.
Therefore, from y(t), we can only recover one observation on
αβ(θ), which is not sufficient to extract β(θ), thus making the
DoA θ is not estimated.1

B. Extended Target Case

This subsection derives the CRB for estimating the target
response matrix H. For the extended target case, the AP aims
to estimate the whole target response matrix H by processing
the received echo signal in (6), which is a linear estimation
problem with Gaussian noise w.r.tH and hence the CRB does not
depend on the ground truth ofH. Let ζ = [hT

R ,h
T
I ]

T ∈ R
2N2×1

denote the vector of unknown parameters to be estimated, where
hR = Re(h) and hI = Im(h) are the real and imaginary parts
of h = vec(H), respectively.

First, we obtain the FIM for estimating the target response
matrix H. Similarly as in (9), for the extended target case, the
received echo signal is rewritten as

ŷ = vec(Y) = û+ n̂, (21)

where û = vec(GrΦ
THΦGtX) = (XTGT

t Φ
T ⊗GrΦ

T )h

and n̂ = vec(N) ∼ CN (0,Rn) with Rn = σ2
RIMrT . Let F̂ ∈

R
2N2×2N2

denote the FIM for estimating ζ based on (21). As

1When rank(Gt) = rank(Gr) = 1, we can use detection methods based on,
e.g., generalized likelihood ratio test [13] and beam scanning [9] to detect the
existence of a target based on observation of the product αβ(θ). However, these
methods cannot accurately estimate the target angle θ, as shown in Proposition 1.

in (10), each element of F̂ is given by

F̂i,j = tr

(
R−1

n

∂Rn

∂ζi
R−1

n

∂Rn

∂ζj

)

+ 2Re

{
∂ûH

∂ζi
R−1

n

∂û

∂ζj

}
, i, j ∈ {1, . . . , 2N2}. (22)

Based on (22), the FIM F̂ is partitioned as

F̂ =

[
F̂hRhR F̂hRhI

F̂hIhR F̂hIhI

]
, (23)

where

F̂hRhR = F̂hIhI

=
2T
σ2

R
Re{(Φ∗G∗

tR
T
xG

T
t Φ

T )⊗ (Φ∗GH
r GrΦ

T )}, (24)

F̂hIhR = −F̂hRhI

=
2T
σ2

R
Im{(Φ∗G∗

tR
T
xG

T
t Φ

T )⊗ (Φ∗GH
r GrΦ

T )}. (25)

The detailed derivations are shown in Appendix C. Based on
(23), the CRB for estimating H is obtained in the following
lemma.

Lemma 3: The CRB for estimating the target response matrix
H is given by

CRB(H) =
σ2

R

T
tr((GtRxG

H
t )−1)tr((GH

r Gr)
−1). (26)

Proof: It follows from (23) that

CRB(H) = CRB(ζ) = tr(F̂−1)

=
σ2

R

T
tr((ΦGtRxG

H
t ΦH)−1)tr((ΦGT

r G
∗
rΦ

H)−1)

=
σ2

R

T
tr(ΦH(GtRxG

H
t )−1Φ)tr(ΦH(GT

r G
∗
r)

−1Φ)

=
σ2

R

T
tr((GtRxG

H
t )−1)tr((GH

r Gr)
−1), (27)

completing the proof. �
It is observed from Lemma 3 that CRB(H) in the extended

target case only depends on the transmit beamformers or the
sample covariance matrix Rx, regardless of the reflective beam-
former Φ. This can be intuitively explained by introducing
Ĥ = ΦTHΦ as the equivalent target response matrix by taking
into account the reflective beamformer at the IRS. In this case,
the received echo signal in (6) is rewritten as

Y = GrĤGtX+N. (28)

Note that, (28) is a linear white Gaussian model w.r.t Ĥ and
hence the CRB for estimating Ĥ does not depend on the ground
truth of Ĥ, thus does not depend on the reflective beamformerΦ.
On the other hand, as Φ is a full-rank diagonal matrix with unit-
modulus constraint on each element, we can always recover H

CRB(θ) =
σ2

Rλ
2
R

8T |α|2π2d2IRS cos
2(θ)

(
vHR2v

(
vHDR1Dv − |vHDR1v|2

vHR1v

)
+ vHR1v

(
vHDR2Dv − |vHDR2v|2

vHR2v

)) (19)
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from Ĥ based onH = Φ∗ĤΦH without losing any information,
i.e., the CRB for estimating H is identical to that of Ĥ. By
combining the two facts, the result in Lemma 3 that CRB(H) is
independent of Φ is evident.

Based on the FIM F̂ in (23) and CRB(H) in (26), we have
the following proposition.

Proposition 2: If rank(Gt) < N or rank(Gr) < N , then
the FIM F̂ in (23) for estimating H is a singular matrix,
and CRB(H) = ∞. Otherwise, the FIM F̂ is invertible, and
CRB(H) is bounded.

Proposition 2 shows that the target response matrix H can
only be estimated only when2 rank(Gt) = rank(Gr) = N .

IV. JOINT BEAMFORMING OPTIMIZATION FOR CRB
MINIMIZATION WITH POINT TARGET

In this section, we propose to jointly optimize the transmit
beamforming at the AP and the reflective beamforming at the
IRS to minimize the CRB for estimating the DoA in (16) or
(19) in the point target case, subject to a maximum transmit
power constraint at the AP. Note that in order to implement
the joint beamforming design, we assume that the AP roughly
knows the information of θ, which corresponds to the target
tracking scenario in practice. Also note that the AP does not
need to know the channel coefficient α, as it is independent of
the joint beamforming design. The CRB minimization problem
is formulated as

(P1) : min
Rx,v

CRB(θ)

s.t. tr(Rx) ≤ P0 (29a)

Rx � 0 (29b)

Φ = diag(v) (29c)

|vn| = 1, ∀n ∈ {1, . . . , N}, (29d)

where P0 is the maximum transmit power at the AP.
Problem (P1) is difficult to solve due to the non-convexity

of the objective function, the unit-modulus constraint in (29d),
and the coupled relationship between the transmit and reflective
beamformers. In order to solve the non-convex problem (P1)
efficiently, we use an alternating optimization technique by
decomposing (P1) into two subproblems and iteratively solving
them in an alternating manner. For each subproblem, we use
various optimization techniques such as SCA and SDR.

A. Transmit Beamforming Optimization

First, we optimize the transmit beamformers Rx in problem
(P1) under any given reflective beamformer v, in which the
CRB formula in (16) is used. In this case, minimizing CRB(θ)

is equivalent to maximizing tr(ḂRxḂ
H)− |tr(BRxḂ

H)|2
tr(BRxBH)

. As
a result, the transmit beamforming optimization problem is

2It is worth noting that if rank(Gt) < N or rank(Gr) < N for the extended
target case, then the FIM for estimating the target response matrix H becomes
singular. As a result, the corresponding CRB is infinite, i.e., there is no unbiased
estimator with finite variance for estimating H. As an initial work on IRS-
enabled sensing, in this article we only focus on the case with rank(Gt) =
rank(Gr) = N , while our proposed designs are generally extendable to the
case with rank(Gt) < N or rank(Gr) < N .

formulated as

(P2) : max
Rx

tr(ḂRxḂ
H)− |tr(BRxḂ

H)|2
tr(BRxBH)

s.t. (29a) and (29b).

By introducing an auxiliary variable t, problem (P2) is equiva-
lently re-expressed as

(P2.1) : max
Rx,t

t

s.t. tr(ḂRxḂ
H)− |tr(BRxḂ

H)|2
tr(BRxBH)

≥ t

(29a) and (29b). (30a)

Using Schur’s complement [31], the constraint in (30a) is equiv-
alently transformed into the following convex semi-definite
constraint: [

tr(ḂRxḂ
H)− t tr(BRxḂ

H)

tr(ḂRxB
H) tr(BRxB

H)

]
� 0. (31)

Accordingly, problem (P2.1) is equivalent to the following
semi-definite program (SDP), which can be optimally solved
by convex solvers such as CVX [32]:

(P2.2) : max
Rx,t

t

s.t. (29a), (29b), and (31).

B. Reflective Beamforming Optimization

Next, we optimize the reflecting beamformer v in problem
(P1) under any given transmit beamformers Rx, in which the
CRB formula in (19) is used. In this case, the reflective beam-
forming optimization problem is formulated as

(P3) : max
v

vHR2v

(
vHDR1Dv − |vHDR1v|2

vHR1v

)

+ vHR1v

(
vHDR2Dv − |vHDR2v|2

vHR2v

)
s.t. (29d),

which is still non-convex due to the non-concavity of the ob-
jective function and the unit-modulus constraint in (29d). To
resolve this issue, we first deal with constraint (29d) based on
SDR, and then use SCA to approximate the relaxed problem.

Define V = vvH with V � 0 and rank(V) = 1. Based on
(29d), Vn,n = 1, ∀n ∈ {1, . . . , N}. Also, we have vHR1v
= tr(R1V), vHR2v = tr(R2V), vHDR1v = tr(DR1V),
vHDR2v = tr(DR2V), vHDR1Dv = tr(DR1DV), and
vHDR2Dv = tr(DR2DV).

Note that the only non-convex constraint onV is the rank-one
constraint rank(V) = 1. By substituting V = vvH and drop-
ping this rank-one constraint, problem (P3) is approximated as

(P3.1) : max
V

tr(R2V)tr(DR1DV)− tr(R2V)
|tr(DR1V)|2

tr(R1V)

+tr(R1V)tr(DR2DV)− tr(R1V)
|tr(DR2V)|2

tr(R2V)
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s.t. Vn,n = 1, ∀n ∈ {1, 2, . . . , N} (32a)

V � 0. (32b)

Next, we use Schur’s complement and SCA to deal with the
non-concave objective function. By introducing two auxiliary
variables t1 and t2 and reformulating the objective function,
problem (P3.1) is equivalently re-expressed as

(P3.2) : max
V,t1,t2

f1(V, t1, t2) + f2(V, t1, t2)

s.t. t1 ≥ |tr(DR1V)|2
tr(R1V)

(33a)

t2 ≥ |tr(DR2V)|2
tr(R2V)

(32a) and (32b), (33b)

where

f1(V, t1, t2)

=
1

4
tr2((R2 +DR1D)V) +

1

4
(tr(R2V)− t1)

2

+
1

4
tr2((R1 +DR2D)V) +

1

4
(tr(R1V)− t2)

2 (34)

and

f2(V, t1, t2)

= − 1

4
tr2((R2 −DR1D)V)− 1

4
(tr(R2V) + t1)

2

− 1

4
tr2((R1 −DR2D)V)− 1

4
(tr(R1V) + t2)

2. (35)

Here, f1(V, t1, t2) and f2(V, t1, t2) are convex and concave
functions, respectively.

Using Schur’s complement, the constraints in (33a) and (33b)
are equivalently transformed into the following convex semi-
definite constraints:[

t1 tr(DR1V)
tr(VHRH

1 DH) tr(R1V)

]
� 0, (36)

[
t2 tr(DR2V)

tr(VHRH
2 DH) tr(R2V)

]
� 0. (37)

Problem (P3.2) is then equivalent to the following problem:

(P3.3) : max
V,t1,t2

f1(V, t1, t2) + f2(V, t1, t2)

s.t. (32a), (32b), (36), and (37).

Note that in problem (P3.3), all constraints are convex, but
f1(V, t1, t2) in the objective function is non-concave, thus
making problem (P3.3) non-convex. We use SCA to deal with the
non-concave function f1(V, t1, t2) for solving the non-convex
problem (P3.3), based on which problem (P3.3) is approximated
as a series of convex problems. The SCA-based solution is
implemented in an iterative manner as follows. Consider inner
iteration r ≥ 1, in which the local point is denoted by V(r),
t
(r)
1 , and t

(r)
2 . Based on the local point, we obtain a global linear

lower bound function f̂
(r)
1 (V, t1, t2) for the convex function

f1(V, t1, t2) in (P3.3), using its first-order Taylor expansion,

i.e.,

f1(V, t1, t2)

≥ f1(V
(r), t

(r)
1 , t

(r)
2 ) +

1

2
tr((R2 +DR1D)V(r))

tr((R2 +DR1D)(V −V(r))) +
1

2
tr((R1

+DR2D)V(r))tr((R1 +DR2D)(V−V(r)))

+
1

2
t
(r)
1 (t1 − t

(r)
1 ) +

1

2
t
(r)
2 (t2 − t

(r)
2 )

+
1

2
tr(R2V

(r))tr(R2(V −V(r)))

+
1

2
tr(R1V

(r))tr(R1(V −V(r)))

� f̂
(r)
1 (V, t1, t2). (38)

Replacing f1(V, t1, t2) by f̂
(r)
1 (V, t1, t2), problem (P3.3) is

approximated as the following convex form in inner iteration r:

(P3.3.r) : max
V,t1,t2

f̂
(r)
1 (V, t1, t2) + f2(V, t1, t2)

s.t. (32a), (32b), (36), and (37),

which can be optimally solved by convex solvers such as
CVX. Let V̂�, t̂�1, and t̂�2 denote the optimal solution to prob-
lem (P3.3.r), which is then updated to be the local point
V(r+1), t(r+1)

1 , and t
(r+1)
2 for the next inner iteration. Since

f̂
(r)
1 (V, t1, t2) serves as a lower bound of f1(V, t1, t2), it is

ensured that f1(V
(r+1), t(r+1)

1 , t(r+1)
2 ) + f2(V

(r+1), t(r+1)
1 ,

t
(r+1)
2 ) ≥ f1(V

(r), t
(r)
1 , t

(r)
2 ) + f2(V

(r), t
(r)
1 , t

(r)
2 ), i.e., the

inner iteration leads to a non-decreasing objective value for
problem (P3.3). Therefore, the convergence of SCA for solving
problem (P3.3) is ensured and a suboptimal solution of problem
(P3.3) is obtained. Let Ṽ, t̃1, and t̃2 denote the obtained solution
to problem (P3.3) based on SCA, where rank(Ṽ) > 1 may hold
in general.

Finally, we construct an approximate rank-one solution of
V to problem (P3.3) or (P3) by using Gaussian randomization.
Specifically, we first generate a number of random realizations
z ∼ CN (0, Ṽ), and construct a set of candidate feasible solu-
tions as

v = ejarg(z). (39)

We then choose the best v that achieves the maximum objective
value of problem (P3.3) or (P3).

C. Complete Algorithm of Alternating Optimization

By combining Sections IV-A and IV-B, the alternating op-
timization based algorithm for solving problem (P1) is sum-
marized as Algorithm 1 in Table I. In each outer iteration, we
first solve problem (P2) to update the transmit beamformers
Rx with the updated reflective beamformer v in the previous
round, and then solve problem (P3) to update v with the updated
Rx. In each outer iteration of alternating optimization, problem
(P2) is optimally solved, thus leading to a non-increasing CRB
value. With sufficient number of Gaussian randomizations, the
SDR approach achieves at least π

4 -approximation of the optimal

Authorized licensed use limited to: Weizmann Institute of Science. Downloaded on June 23,2023 at 14:23:17 UTC from IEEE Xplore.  Restrictions apply. 



2018 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 71, 2023

TABLE I
ALGORITHM 1 FOR JOINT TRANSMIT AND REFLECTIVE BEAMFORMING

OPTIMIZATION WITH POINT TARGET

objective value of (P3) [33], [34], thus leading a monotonically
non-increasing CRB normally. Otherwise, the outer iteration
is terminated. As a result, the convergence of the proposed
alternating optimization based algorithm for solving problem
(P1) is ensured.

V. TRANSMIT BEAMFORMING OPTIMIZATION FOR CRB
MINIMIZATION WITH EXTENDED TARGET

We now optimize the transmit beamforming at the AP to
minimize the CRB for estimating the target response matrix in
(26) in the extended target case, subject to a maximum transmit
power constraint at the AP. Based on Proposition 2, we focus
on the scenario with rank(Gt) = rank(Gr) = N , in order for
CRB(H) to be bounded or H to be estimated. As a result,
Mr ≥ N and Mt ≥ N . Based on (26), minimizing CRB(H)
is equivalent to minimizing tr((GtRxG

H
t )−1). As a result,

the CRB minimization problem for the extended target case is
formulated as

(P4) : min
Rx

tr((GtRxG
H
t )−1)

s.t. tr(Rx) ≤ P0 (40a)

Rx � 0. (40b)

We obtain the optimal solution to the convex problem (P4) in
closed-form in the following.

Let the SVD of Gt be denoted by Gt = ŜΣ̂Q̂H ,
where ŜŜH = ŜH Ŝ = IN , Q̂Q̂H = Q̂HQ̂ = IMt

, and Σ̂ =

[Σ̂1,0] ∈ R
N×Mt with Σ̂1 = diag(σ̂1, . . . , σ̂N ) and σ̂1 ≥

. . . ≥ σ̂N > 0. Then we have

tr((GtRxG
H
t )−1) = tr((ŜΣ̂Q̂HRxQ̂Σ̂H ŜH)−1)

= tr((Σ̂R̂xΣ̂
H)−1), (41)

where

R̂x = Q̂HRxQ̂ (42)

with R̂x ∈ C
Mt×Mt and R̂x � 0. Based on (42), the power

constraint in (40a) is rewritten as

tr(Rx) = tr(Q̂HRxQ̂) = tr(R̂x) ≤ P0. (43)

Furthermore, define

R̂x =

[
R̂x,1 R̂x,2

R̂H
x,2 R̂x,3

]
, (44)

where R̂x,1 ∈ C
N×N , R̂x,2 ∈ C

N×(Mt−N), and R̂x,3 ∈
C

(Mt−N)×(Mt−N). By substituting (44) into (41), we have

tr((GtRxG
H
t )−1) = tr((Σ̂2

1R̂x,1)
−1). (45)

Based on (42), (43), and (44), (P4) is reformulated as

(P4.1) : min
R̂x∈CN×N

tr((Σ̂2
1R̂x,1)

−1)

s.t. tr(R̂x,1) + tr(R̂x,3) ≤ P0 (46a)

R̂x � 0

(44). (46b)

We next rely on the following lemma [35], [36].
Lemma 4: Let J ∈ C

N×N be a positive-definite Hermitian
matrix with the (i, i)-th entry Ji,i. Then

tr(J−1) ≥
N∑
i=1

1

Ji,i
, (47)

where the inequality is met with equality if and only if J is
diagonal.

Based on Lemma 4, we have the following proposition.
Proposition 3: The optimality of problem (P4.1) is attained

when R̂x,2 and R̂x,3 are all zero matrices, and R̂x,1 is diagonal,
i.e., R̂x,1 = diag(p1, . . . , pN ), where pi ≥ 0, ∀i ∈ {1, . . . , N}.

Proof: First, assume that R̂x =

[
R̂x,1 R̂x,2

R̂H
x,2 R̂x,3

]
is optimal

for problem (P4.1), where R̂x,2 and R̂x,3 are non-zero. Then,

we reconstruct an alternative solution R̂′
x =

[
R̂′

x,1 R̂′
x,2

R̂
′H
x,2 R̂′

x,3

]
,

where R̂′
x,1 = P0

tr(R̂x,1)
R̂x,1, R̂′

x,2 = 0, and R̂′
x,3 = 0. It is easy

to show that the alternative solution R̂′
x satisfies the constraints

in (44), (46a), and (46b), and achieves a lower objective value
for (P4.1) than that by R̂x. Therefore, the presumption is not
true, and the optimal solution of R̂x,2 and R̂x,3 should be both
zero matrices.

Next, suppose that R̂x,1 is not diagonal. Then, we can
construct an alternative solution as R̂′′

x,1 = diag(p1, . . . , pN ),

where pi is the i-th diagonal element of R̂x,1, i ∈ {1, . . . , N}.
Based on Lemma 4, it follows that the objective value achieved
by R̂′′

x,1 is smaller than that by R̂x,1. Therefore, the presumption
is not true. As a result, at the optimal solution of problem (P4.1),
R̂x,1 should be diagonal. This thus completes the proof. �

Based on Proposition 3, the CRB minimization problem in
(P4.1) is reformulated as

(P4.2) : min
p1,... ,pN

N∑
i=1

1

σ̂2
i pi
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s.t.
N∑
i=1

pi ≤ P0 (48a)

pi ≥ 0, ∀i ∈ {1, . . . , N}. (48b)

Based on the Karush-Kuhn-Tucker (KKT) conditions, the opti-
mal solution to (P4.2) is presented in the following proposition.

Proposition 4: The optimal solution to problem (P4.2) is

p�i =
σ̂−1
i∑N

i=1 σ̂
−1
i

P0, i ∈ {1, . . . , N}. (49)

Proof: See Appendix D. �
By combining (42), (44), and Proposition 4, we directly have

the following proposition.
Proposition 5: The optimal solution to problem (P4) is given

by

R�
x = Q̂R̂�

xQ̂
H , (50)

where

R̂�
x =

[
Σ̂−1

1 P0
∑N

i=1 σ̂−1
i

0

0 0

]
. (51)

The resultant CRB is

CRB(H)opt =
σ2

R(
∑N

i=1 σ̂
−1
i )2

P0 T
tr((GH

r Gr)
−1). (52)

Based on Proposition 5, it is observed that the optimal solution
of R�

x follows the eigenmode transmission based on the MIMO
channelGt between the AP and the IRS, together with a channel
amplitude inversion power allocation. In particular, the MIMO
channel Gt is first decomposed into a set of parallel sensing
subchannels via SVD, and then a channel amplitude inversion
power allocation policy is adopted over these sensing subchan-
nels based on their channel amplitudes. Note that the formula in
(50) can be viewed as the EVD of the sample covariance matrix
R�

x. Suppose that Q̂ = [q̂1, . . . , q̂N ] in (50). Then, based on
(2), R�

x in (50) corresponds to that the AP transmits N sensing
beams, denoted by

√
p�i q̂i, i ∈ {1, . . . , N}.

It is interesting to compare the optimal solution R�
x in (50)

for CRB minimization with IRS versus the optimal isotropic
transmission solution Riso

x = P0IMt
/Mt without IRS in [20].

With Riso
x , the resultant CRB for estimating the target response

matrix H is given by

CRB(H)iso =
σ2

RMt

∑N
i=1 σ̂

−2
i

P0 T
tr((GH

r Gr)
−1) (53a)

(a1)≥ σ2
RN

∑N
i=1 σ̂

−2
i

P0 T
tr((GH

r Gr)
−1) (53b)

(a2)≥ σ2
R(
∑N

i=1 σ̂
−1
i )2

P0 T
tr((GH

r Gr)
−1) = CRB(H)opt,

(53c)

where the inequality (a1) holds due to the fact that Mt ≥ N ,
and the inequality (a2) holds due to the Jensen’s inequality.
Notice that in (53), (a1) and (a2) are met with equalities if and
only if M = N and σ̂1 = σ̂2 = · · · = σ̂N . With R�

x in this case,
the radiated signals ΦGtx(t) by the IRS (after reflection) are
isotropic, which is thus consistent with the optimality of the

Fig. 2. Simulation setup.

isotropic transmission in conventional wireless sensing system
without IRS [20].

VI. NUMERICAL RESULTS

This section provides numerical results to evaluate the perfor-
mance of our proposed joint beamforming design based on CRB
minimization. We consider a monostatic MIMO radar scenario
with Mt = Mr. The distance-dependent path loss is modeled as

L(d) = K0

(
d

d0

)−α0

, (54)

where d is the distance of the transmission link and K0 =
−30 dB is the path loss at the reference distance d0 = 1m,
and the path-loss exponent α0 is set as 2.5 for the AP-IRS and
IRS-target links. As shown in Fig. 2, the AP and IRS are located
at coordinate (0, 0) and (5 m, 5m), respectively. For the point
target case, the target is located at coordinate (5 m, 0) (i.e., the
target’s DoA is θ = 0◦ w.r.t. the IRS), with a unit RCS. For the
extended target case, we model the extended target as Ns = 7
resolvable scatterers uniformly distributed in a circle with radius
0.5 m and center point (5 m, 5m), with a unit RCS for each
scatterer. In this case, the target response matrix is modeled as

H =

Ns∑
i=1

αia(θi)a
T (θi), (55)

where αi and θi are the reflection coefficient and the DoA of
the i-th scatterer, respectively. We consider the Rician fading
channel for the AP-IRS and IRS-AP links, i.e.,

Gt =

√
βAI

1 + βAI
GLoS

t +

√
1

1 + βAI
GNLoS

t , (56)

Gr =

√
βAI

1 + βAI
GLoS

r +

√
1

1 + βAI
GNLoS

r , (57)

where βAI = 0.5 is the Rician factor, and GLoS
t ,GLoS

r and
GNLoS

t ,GNLoS
r are the LoS and NLoS (Rayleigh fading) com-

ponents, respectively. We set the radar dwell time as T = 256.
We set the spacing between consecutive reflecting elements at
the IRS as half wavelength, i.e., dIRS = λR/2. We also set the
noise power at the AP as σ2

R = −120 dBm. In the simulation, the
results are obtained by averaging over 100 realizations, unless
otherwise mentioned.
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Fig. 3. Convergence behavior of the proposed alternating optimization based
algorithm for solving problem (P1), where P0 = 30 dBm, Mt = Mr = 8, and
N = 8.

A. Point Target Case

First, we consider the point target case. Fig. 3 shows the
convergence behavior of our proposed alternating optimization
based algorithm for solving problem (P1), where P0 = 30 dBm,
Mt = Mr = 8, and N = 8. It is observed that the proposed
alternating optimization based algorithm (Algorithm 1) con-
verges within around 15 outer iterations, thus validating its
effectiveness.

Next, we evaluate the estimation performance of our pro-
posed joint beamforming design based on CRB minimization for
IRS-enabled sensing as compared to the following benchmark
schemes.

1) SNR Maximization: We maximize the SNR of signal ra-
diated from the IRS towards the desired direction, by jointly
optimizing the transmit beamforming at the AP and reflective
beamforming at the IRS. The average SNR of the radiated signal
from the IRS is

γ =
1

T

T∑
t=1

|aTΦGtx(t)|2
σ2

=
1

T

T∑
t=1

|vTATGtx(t)|2
σ2

=
tr((GT

t Av)∗(GT
t Av)TRx)

σ2
, (58)

where σ2 is the noise power.
Then, with any given reflective beamformerv, it is well estab-

lished that maximum-ratio transmission is the optimal transmit
beamforming solution, i.e.,

RMRT
x =

P0G
H
t A∗v∗vTATGt

‖GT
t Av‖2 . (59)

By substituting RMRT
x in (59) into (58), we have the SNR as

γ =
P0‖GT

t Av‖2
σ2

. (60)

Fig. 4. The MSE/CRB for DoA estimation versus the transmit power P0 at
the AP in point target case, where Mt = Mr = 8 and N = 8.

Finally, we optimize the reflective beamforming v at the IRS
to maximize ‖GT

t Av‖2 for equivalently maximizing γ in (60),
subject to the unit-modulus constraint in (29d). This is similar to
the SNR maximization problem in IRS-enabled multiple-input
single-output (MISO) communications that has been studied
in [5].

2) Reflective Beamforming Only With Isotropic Transmission
(Reflective BF Only): The AP uses the isotropic transmission
by transmitting orthonormal signal beams and setting Rx =
P0/MtIMt

. Then, the reflective beamforming at the IRS is
optimized to minimize CRB(θ) in (19) by solving problem (P3).

3) Transmit Beamforming Only With Random Phase Shifts
(Transmit BF Only): We consider the random reflecting phase
shifts at the IRS, based on which the transmit beamforming at
the AP is optimized to minimize CRB(θ) in (16) by solving
problem (P2).

Furthermore, note that besides the CRB, we also implement
the practical MLE method to estimate the target’s DoA θ, and
accordingly evaluate the MSE as the performance metric for
gaining more insights. For brevity, please refer to Appendix E
for the details of MLE for the point target case.

Fig. 4 shows the CRB and the MSE with MLE versus the
transmit power P0 at the AP. It is observed that the CRB in
decibels (dB) is monotonically decreasing in a linear manner
w.r.t. the transmit power P0 in dB at the AP. This is because
that the CRB(θ) in (16) is inversely proportional to the transmit
power P0. It is also observed that at the high SNR regime,
the derived CRB is identical to the MSE with MLE. This
is consistent with the results in [17], [37] and validates the
correctness of our CRB derivation. It is also observed that the
proposed CRB minimization scheme achieves the lowest CRB in
the whole transmit power regime, which shows the effectiveness
of our proposed joint beamforming design in CRB minimization.
Furthermore, when the transmit power is sufficiently high (e.g.,
P0 > 34 dBm), the proposed CRB minimization scheme is ob-
served to achieve lower MSE than the three benchmark schemes.
When the transmit power is low (e.g., P0 < 34 dBm), the SNR
maximization scheme is observed to achieve lower MSE (with
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Fig. 5. The CRB for DoA estimating versus the number of antennas M =
Mt = Mr at the AP in the point target case, where P0 = 30 dBm and N = 8.

MLE) than the proposed CRB minimization scheme. This is
because that in this case, the CRB is not achievable using MLE,
and the estimation performance of MLE is particularly sensitive
to the power of echo signals, thus making the SNR maximization
scheme desirable.

Fig. 5 shows the CRB for DoA estimation versus the number
of antennas M = Mt = Mr at the AP. It is observed that the
proposed CRB minimization scheme achieves the lowest CRB
in the whole number of antennas regime. It is also observed
that with the increasing of the number of antennas M at the AP,
the performance gap between the proposed design and reflective
beamforming only scheme increases. This shows that the trans-
mit beamforming optimizing is particularly important when the
number of antennas at the AP becomes large. Furthermore, as
M becomes large, the performance gap between the proposed
design and SNR maximization scheme is observed to decrease.
This shows that the two designs become consistent in this case.

Fig. 6 shows the CRB for DoA estimation versus the number
of reflecting elements N at the IRS. It is observed that the pro-
posed design with CRB minimization achieves the lowest CRB
in the whole regime of N , and the performance gap between
the proposed design and the transmit beamforming only scheme
increases as N becomes larger. This shows the importance of
the reflective beamforming optimization, especially whenN be-
comes large. Furthermore, asN becomes large, the performance
gap between the proposed design and the SNR maximization
scheme is observed to become more significant.

B. Extended Target Case

Next, we consider the extended target case. We evaluate the
estimation performance of our proposed beamforming design
based on CRB minimization as compared to the isotropic trans-
mission with Riso

x = P0IMt
/Mt.

Besides the CRB, we also implement the practical MLE
method to estimate the target response matrix H, and accord-
ingly evaluate the MSE as the performance metric for gaining
more insights. For brevity, please refer to Appendix F for the
details of MLE for the extended target case. Based on (21), the
target response matrix estimation problem is a linear estimation

Fig. 6. The CRB for DoA estimation versus the number of reflecting elements
N at the IRS in the point target case, where P0 = 30 dBm and Mt = Mr = 8.

Fig. 7. The MSE/CRB for target response matrix estimation versus the trans-
mit power budgetP at the AP in the extended target case, whereMt = Mr = 8
and N = 8.

model with Gaussian noise. The MLE of target response matrix
H is a minimum variance unbiased (MVU) estimator of H and
the MSE for estimating H with MLE equals to its CRB [17],
[38].

Fig. 7 shows the CRB and the MSE with MLE versus the
transmit power P0 at the AP, where Mt = Mr = 8 and N = 8.
It is observed that similarly as for the point target case, the CRB
in dB is monotonically decreasing in a linear manner w.r.t. the
transmit power P0 in dB at the AP. This is because that the
CRB(H) in (26) is also inversely proportional to the transmit
power P0. It is also observed that the derived CRB is identical to
the MSE with MLE, which is consistent with the results in [17],
[38] and validates the correctness of the CRB derivation. It is also
observed that the proposed CRB minimization scheme achieves
the lowest CRB in the whole transmit power regime, which
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Fig. 8. The CRB for target response matrix estimation versus the number
of antennas M = Mt = Mr at the AP in the extended target case, where
P0 = 30 dBm and N = 8.

shows the effectiveness of our proposed transmit beamforming
design for CRB minimization.

Fig. 8 shows the CRB for target response matrix estima-
tion versus the number of antennas M = Mt = Mr at the AP.
It is observed that the proposed CRB minimization design
outperforms the benchmarking isotropic transmission scheme
in the whole regime of M , and the performance gap first
decreases and then increases as M increases. This can be
intuitively explained based on the CRB formulas in (53).
In particular, if Mt is much larger than N , then the coef-
ficients Mt in (53a) and N in (53b) dominate CRB(H)iso

and CRB(H)opt, respectively. Therefore, the gap between
CRB(H)iso and CRB(H)opt becomes larger as Mt increases in
this regime. By contrast, if Mt close to N , then Mt

∑N
i=1 σ̂

−2
i

in (53a) and (
∑N

i=1 σ̂
−1
i )2 in (53c) dominate CRB(H)iso and

CRB(H)opt, respectively. As the channel amplitude inversions
become more indistinct when Mt becomes large, the gap be-
tween Mt

∑N
i=1 σ̂

−2
i and (

∑N
i=1 σ̂

−1
i )2 (and thus the gap be-

tween CRB(H)iso and CRB(H)opt) decreases as M increases in
this regime.

Fig. 9 shows the CRB for target response matrix estimation
versus the number of reflecting elements N at the IRS. It is
observed that as N becomes larger, the CRB for target response
matrix estimation increases due to the increasing number of
parameters to be estimated. It is also observed that the proposed
design with CRB minimization outperforms the benchmark
scheme with isotropic transmission in the whole regime of N ,
and the performance gap first decreases and then increases as
N increases. This can be intuitively explained based on the
CRB formulas in (53). In particular, if N is much smaller than
Mt, then the coefficients Mt in (53a) and N in (53b) dominate
CRB(H)iso and CRB(H)opt, respectively. Therefore, the gap
between CRB(H)iso and CRB(H)opt becomes smaller as N
increases in this regime. By contrast, if N becomes larger and
close to Mt, then Mt

∑N
i=1 σ̂

−2
i in (53a) and (

∑N
i=1 σ̂

−1
i )2 in

(53c) dominate CRB(H)iso and CRB(H)opt, respectively. As
the channel amplitude inversions become more distinct when N

Fig. 9. The CRB for target response matrix estimation versus the num-
ber of reflecting elements N at the IRS in the extended target case, where
P0 = 30 dBm and Mt = Mr = 32.

becomes large, the gap betweenMt

∑N
i=1 σ̂

−2
i and (

∑N
i=1 σ̂

−1
i )2

(and thus the gap between CRB(H)iso and CRB(H)opt) becomes
more significant as N increases in this regime.

VII. CONCLUDING REMARKS

This article considered an IRS-enabled NLoS wireless sensing
system consisting of an AP with multiple antennas, an ULA-IRS
with multiple reflecting elements, and a target at the NLoS
region of the AP. We treat two types of target models, namely
point and extended target models. The AP aimed to estimate the
target’s DoA and the target response matrix in the two cases,
respectively. We first derived the closed-form CRB expressions
for parameters estimation. Then, based on the derived results, we
optimized the transmit beamforming at the AP and the reflective
beamforming at the IRS to minimize the obtained CRB, subject
to a maximum power constraint at the AP. Numerical results
showed that the proposed CRB minimization scheme achieved
the lowest CRB and MSE with MLE, as compared to other
traditional benchmark schemes.

There are several interesting issues unaddressed in this article,
which are discussed in the following to motivate future work.
In practice, when the number of reflecting elements N becomes
large, we may have the rank of AP-IRS or IRS-AP channel is
less than the number of reflecting elements, such that the FIM
for estimating the whole target response matrix is singular, thus
leading to infinite CRB for extended target. How to extend our
proposed designs in such a case is generally a challenging task.
Towards this end, we can exploit new CRB analysis frameworks
for parameter estimation with singular FIM (see, e.g., [39],
[40], [41]). In particular, one possible route is to add additional
constraints on the parameters to be estimated. Furthermore, the
case when the target direction θ is not known or just known
to be within a certain region is another interesting direction.
On possible solution is to first estimate the complete target
response matrix H, and then extract θ from the estimated H.
An alternative solution is to employ the idea of worst-case opti-
mization [42] based on the pre-known region of θ. Finally, the
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extension of the proposed designs to the more general scenario
when the direct link exists is another interesting direction.

APPENDIX A
THE DERIVATION OF THE FIM IN (11)

The covariance matrix Rn of noise ñ is independent of ξ.
Therefore, we have ∂Rn

∂ξi
= 0, i = 1, 2, 3, in (10). Furthermore,

∂ũ

∂θ
= αvec(ḂX), (61)

∂ũ

∂α̃
= [1, j]⊗ vec(BX). (62)

Accordingly, it follows that

F̃θθ =
2

σ2
R

Re{(αvec(ḂX))Hαvec(ḂX)}

=
2|α|2
σ2

R
Re{tr(ḂX)H(ḂX)}

=
2T |α|2
σ2

R
tr(ḂRxḂ

H), (63)

F̃θα̃ =
2

σ2
R

Re{(αvec(ḂX))H [1, j]⊗ vec(BX)}

=
2

σ2
R

Re{α∗[1, j]⊗ (vec(ḂX)Hvec(BX))}

=
2

σ2
R

Re{α∗[1, j](tr(ḂX)HBX)}

=
2T
σ2

R
Re{α∗tr(BRxḂ

H)[1, j]}, (64)

F̃α̃α̃ =
2

σ2
R

Re{([1, j]⊗vec(BX))H([1, j]⊗vec(BX))}

=
2

σ2
R

Re{([1, j]H [1, j])⊗ (vec(BX)Hvec(BX))}

=
2

σ2
R

Re{([1, j]H [1, j])tr((BX)HBX)}

=
2T
σ2

R
tr(BRxB

H)I2, (65)

and the FIM F̃ in (11) is obtained.

APPENDIX B
PROOF OF PROPOSITION 1

We obtain the determinant of the FIM F̃ in (11) to present
whether F̃ is invertible or not. Based on (2), (11), (12), (13), and
(14), we have

det(F̃)

=
8T 3|α|2

σ6

(
tr(BRxB

H)tr(ḂRxḂ
H)− |tr(BRxḂ

H)|2
)

=
8T 3|α|2

σ6

(
(bHR∗

xb)
2
(‖c‖2‖ċ‖2 − |ċHb|2)

+‖c‖4
(
ḃHR∗

xḃb
HR∗

xb− |ḃHR∗
xb|2

))

=
8T 3|α|2

σ6

(
‖(WΛ1/2)Tb‖4(‖ċ‖2‖c‖2 − |ċHc|2)

+ ‖b‖4(‖(WΛ1/2)T ḃ‖2‖(WΛ1/2)Tb‖2

−|ḃH(WΛ1/2)∗(WΛ1/2)Tb|2)
)
. (66)

When rank(Gt) = rank(Gt) = 1, the truncated SVD of
Gt and Gt are expressed as Gt = σ1,ts1,tq

T
1,t and Gr =

σ1,rs1,rq
T
1,r, where s1,t, s1,r and q1,t,q1,r are the left and

right dominant singular vectors, and σ1,t, σ1,r are the dominant
singular values of the corresponding matrices. It follows that

c = σ1,rq1,rs
T
1,rAv, (67)

ċ = j2π
dIRS

λR
cos θσ1,rq1,rs

T
1,rADv, (68)

(WΛ1/2)Tb = (WΛ1/2)Tσ1,tq1,ts
T
1,tAv, (69)

(WΛ1/2)T ḃ = (WΛ1/2)T j2π
dIRS

λR
cos θσ1,tq1,ts

T
1,tADv.

(70)

It is clear that ċ and c are aligned with each other, i.e.,

ċ =
j2πdIRS cos θs

T
1,rADv

λRsT1,rAv
c, (71)

such that

|ċHc|2 = ‖ċ‖2‖c‖2. (72)

Similarly, as (WΛ1/2)T ḃ and (WΛ1/2)Tb are aligned with
each other, we have

|ḃH(WΛ1/2)∗(WΛ1/2)Tb|2

= ‖(WΛ1/2)T ḃ‖2‖(WΛ1/2)Tb‖2. (73)

Based on (66), (72), and (73), det(F̃) = 0, which implies that
the FIM F̃ is not invertible. Accordingly, the CRB in (19) is
unbounded.

Next, suppose that rank(Gt) > 1, in this case (WΛ1/2)T ḃ
and (WΛ1/2)Tb are not aligned with each other, we have

|ḃH(WΛ1/2)∗(WΛ1/2)Tb|2

< ‖(WΛ1/2)T ḃ‖2‖(WΛ1/2)Tb‖2. (74)

Similarly, when rank(Gr) > 1, ċ and c are not aligned with each
other. According to the Cauchy-Schwarz inequality, we have

|ċHb|2 < ‖ċ‖2‖c‖2. (75)

Based on (66), (74), and (75), det(F̃) �= 0 when rank(Gt) > 1
or rank(Gr) > 1, which implies that the FIM F̃ is invertible.
Accordingly, the CRB in (19) is bounded.
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APPENDIX C
THE DERIVATION OF THE FIM IN (23)

As the covariance matrix Rn of noise n̂ is independent with
ζ, we have ∂Rn

∂ζi
= 0, i = 1, . . . , 2N2, in (10). Furthermore, we

have

∂û

∂hR
= XTGT

t Φ
T ⊗GrΦ

T , (76)

∂û

∂hI
= jXTGT

t Φ
T ⊗GrΦ

T . (77)

Accordingly, it follows that

F̂hRhR =
2T
σ2

R
Re{(XTGT

t Φ
T ⊗GrΦ

T )H

· (XTGT
t Φ

T ⊗GrΦ
T )}

=
2T
σ2

R
Re{(Φ∗G∗

tR
T
xG

T
t Φ

T )⊗ (Φ∗GH
r GrΦ

T )}.
(78)

Similarly, we have

F̂hIhI =
2T
σ2

R
Re{(Φ∗G∗

tR
T
xG

T
t Φ

T )⊗ (Φ∗GH
r GrΦ

T )},
(79)

F̂hIhR = − F̂hRhI

=
2T
σ2

R
Im{(Φ∗G∗

tR
T
xG

T
t Φ

T )⊗ (Φ∗GH
r GrΦ

T )}.
(80)

APPENDIX D
PROOF OF PROPOSITION 3

The Lagrangian of problem (P4.2) is

L =

N∑
i=1

1

σ̂2
i pi

+ μ

(
N∑
i=1

pi − P0

)
−

N∑
i=1

ηipi, (81)

where μ and ηi, i ∈ {1, . . . , N}, denote the dual variables. Ac-
cordingly, the KKT conditions are given by

∂L
∂pi

= − 1

σ̂2
i p

2
i

+ μ− ηi = 0, ∀i ∈ {1, .., N}, (82)

μ

(
N∑
i=1

pi − P0

)
= 0, μ ≥ 0,

N∑
i=1

pi ≤ P0, (83)

ηipi = 0, ηi ≥ 0, pi > 0, ∀i ∈ {1, .., N}. (84)

Then the closed-form solution to problem (P4.2) is

p�i =
σ̂−1
i∑N

i=1 σ̂
−1
i

P0, i ∈ {1, . . . , N}. (85)

APPENDIX E
MLE FOR ESTIMATING DOA WITH POINT TARGET

Based on (9), the vectorized received signal at the AP is
rewritten as

ỹ = αd(θ) + ñ, (86)

where d(θ) = vec(BX). The likelihood function of ỹ given ξ
is

fỹ(ỹ; ξ) =
1

(πσ2
R)

MT
exp

(
− 1

σ2
R
‖ỹ − αd(θ)‖2

)
. (87)

In this case, maximizing fỹ(ỹ; ξ) is equivalent to minimizing
‖ỹ − αd(θ)‖2. Hence, the MLE of θ and α is given by

(θMLE, αMLE) = argmin
θ,α

‖ỹ − αd(θ)‖2. (88)

Note that under any given θ, the MLE of α is obtained as

αMLE = (dH(θ)d(θ))−1dH(θ)ỹ =
dH(θ)ỹ

‖d(θ)‖2 . (89)

By substituting (89) back into (88), we have

‖ỹ − αMLEd(θ)‖2 = ‖ỹ‖2 − |dH(θ)ỹ|2
‖d(θ)‖2

= ‖vec(Y)‖2 − |vec(BX)Hvec(Y)|2
vec(BX)Hvec(BX)

= ‖vec(Y)‖2 − |tr(BHYXH)|2
tr((BX)HBX)

= ‖vec(Y)‖2 − |cHYXHb∗|2
T tr(BRxBH)

= ‖vec(Y)‖2 − |cHYXHb∗|2
T‖c‖2bHRT

xb
. (90)

As a result, by substituting (90) into (88), the MLE of θ becomes

θMLE = argmax
θ

|cHYXHb∗|2
T‖c‖2bHRT

xb
, (91)

which can be obtained via exhaustive search over [−π
2 ,

π
2 ].

APPENDIX F
MLE FOR ESTIMATING TARGET RESPONSE MATRIX WITH

EXTENDED TARGET

Based on (21), the vectorized received signal at the AP is
rewritten as

ŷ = Eh+ n̂, (92)

where E = XTGT
t Φ

T ⊗GrΦ
T . The likelihood function of ỹ

given h is

fŷ(ŷ;h) =
1

(πσ2
R)

MT
exp

(
− 1

σ2
R
‖ŷ −Eh‖2

)
. (93)

In this case, maximizing fŷ(ŷ;h) is equivalent to minimizing
‖ŷ −Eh‖2. Hence, the MLE of h is given by

hMLE = argmin
h

‖ŷ −Eh‖2 = (EHE)−1EH ỹ. (94)
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