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Multi-Functional RIS for Distributed Over-the-Air
Computation in Base Station Free Environments

Ailing Zheng, Wanli Ni, Wen Wang, Hui Tian, Yonina C. Eldar, and Chau Yuen

Abstract—Distributed over-the-air computation (AirComp) is
a promising technology for fast data aggregation in wireless
networks by leveraging multiple access channel to achieve com-
munication and computation simultaneously. However, device-
to-device (D2D) links applied are vulnerable to obstacles, and
the performance of distributed AirComp is restricted by the
device with the worst channel condition. To tackle these issues,
we introduce a multi-functional reconfigurable intelligent surface
(MF-RIS) to reconstruct the wireless propagation environment,
where the MF-RIS can achieve signal reflection, refraction,
and amplification simultaneously. Specifically, we propose an
MF-RIS-aided distributed AirComp framework, where MF-RIS
receives the aggregated data from all devices and then transmits it
to each device for post-processing. We formulate a mean-squared
error (MSE) minimization problem by jointly optimizing trans-
mit scalar, receive scalar, and MF-RIS coefficients. To address
this non-convex problem, we employ an alternating optimization
(AO) technique to decompose it into three subproblems, where
semi-closed form or closed form solutions are obtained. Then, we
extend the single-input single-output (SISO) system into multiple-
input multiple-output (MIMO) one. Next, we derive the asymp-
totic MSE performance for SISO and MIMO cases when the
number of RIS elements and that of transmit/receive antennas are
very large. Numerical results demonstrate the superiority of MF-
RIS in improving MSE performance compared to the baseline
without RIS. Additionally, the MF-RIS outperforms its passive
counterparts, which reveals the advantages of deploying MF-RIS
in distributed AirComp systems to reduce data aggregation error.

Index Terms—Multi-functional reconfigurable intelligent sur-
face, over-the-air computation, mean-square error, transceiver
design, alternating optimization.

I. INTRODUCTION

Wireless data aggregation (WDA) is envisioned as a com-
mon operation in 5G and beyond communications to sup-
port the Internet of Things (IoT), e.g., distributed sensing,
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Fig. 1. MF-RIS versus traditional RISs.

learning, and control [1], [2]. To accommodate the growing
number of devices under limited radio resources, over-the-
air computation (AirComp) has been proposed for WDA [3].
AirComp exploits the co-channel interference among devices
to simplify function computation. Specifically, by enabling
concurrent data transmission from all devices over the same
radio resources and utilizing the signal superposition property
of multiple access channels, AirComp directly computes var-
ious nomographic functions (e.g., weighted sum, arithmetric
mean, geometric mean, and Euclidean norm). Thus, AirComp
has been viewed as a potential technique for data aggregation
of massive devices in future IoT networks, such as distributed
consensus control [4] and federated learning [5]. Traditional
AirComp networks consider utilizing a fusion center (FC) to
collect the aggregated data and compute the target function
under simultaneous data transmission. However, FCs may be
absent in certain applications, e.g., autonomous vehicles and
cooperative robotics. Thus, distributed AirComp, where each
device can recover the target function by messages transmitted
from the residual devices without the involvement of FC, has
been investigated [6]. Nevertheless, considering that device-
to-device (D2D) links are applied in distributed AirComp
networks for WDA, which are easily blocked by obstacles, the
accuracy of WDA cannot be guaranteed. Furthermore, since
the magnitudes of the signals need to be aligned at the receiver,
the performance of AirComp systems is limited by the device
with the worst channel condition.

Reconfigurable intelligent surface (RIS), an emerging solu-
tion to enhance signal propagation conditions by reconfigur-
ing the wireless electromagnetic environment, has attracted
attention in recent years [7]. Specifically, by intelligently
adjusting the amplitude and phase shift of the incident signals,
RIS can effectively redirect them toward the desire direction,
thus constructing a smart intelligent electromagnetic environ-
ment. Considering that traditional RISs suffer from double-
fading attenuation and half-space coverage, which significantly
limits the potential of RIS, our previous work proposed a



2

multi-functional (MF)-RIS, which supports signal reflection,
refraction, and amplification simultaneously to mitigate the
double-fading attenuation and achieve full-space coverage [8].
Each element of MF-RIS contains an amplifier for signal
amplification, a power divider for energy splitting, and two
phase shifters for signal redirection, where additional energy
is supplied to support the operation of MF-RIS. In Fig. 1, we
compare the differences between MF-RIS and traditional RISs,
e.g., single-functional (SF)-RIS and dual-functional (DF)-RIS.
Therefore, MF-RIS can maintain a desired wireless propa-
gation environment for high-efficient and accurate AirComp,
thereby overcoming the bottleneck faced by conventional
AirComp systems. Moreover, by constructing virtual links
for communications among different devices, MF-RIS can
effectively bypass obstacles to provide services for all users,
thus reducing computation error. Therefore, introducing MF-
RIS into distributed AirComp is a promising technique to
improve system performance.

A. Prior Work

1) AirComp-Based Data Aggregation: Due to the capabil-
ity to fuse communication and computation, AirComp has
been investigated extensively to enable efficient data aggre-
gation [3], [9]–[13]. Specifically, the authors of [3] derived
a computation-optimal policy of the AirComp system, and
investigated the ergodic performance with different Tx-Rx
scaling policies. The optimal transceiver design for single-
input single-output (SISO) AirComp was investigated in [9],
[10]. Then, the authors of [11] proposed a uniform-forcing
transceiver design for an AirComp network to compensate the
non-uniform channel fading of different devices. Furthermore,
to support multi-functional computation, the transmitter de-
sign in an multiple-input multiple-output (MIMO) AirComp
network was studied in [12], where zero-forcing beamforming
and uniform-forcing power control were applied. Then, in
[13], the authors designed a MIMO-AirComp equalization
and channel feedback technique for spatially multiplexing
multifunction computation, thus enabling high-mobility multi-
modal sensing. In addition, the authors of [14] proposed
a hybrid beamforming algorithm, which only relied on the
statistical CSI, and provided an asymptotic analysis of mean-
squared error (MSE).

Considering the challenges faced by traditional AirComp
in addressing the absence of FC, existing works [6] and
[15] explored a distributed AirComp framework. Particularly,
the authors of [6] proposed the framework of distributed
AirComp to achieve a one-step distributed data aggregation in
all devices. Moreover, a distributed AirComp based integrated
sensing-computation-communication (ISCC) system for mul-
titask collaborative inference was proposed in [15], where the
effect of self-interference channel was considered. In addition,
since time synchronization is essential for distribute coherent
transmission for AirComp to ensure computation accuracy,
the AirShare synchronization scheme was proposed in [16]
to avoid incoherent transmission.

2) MF-RIS-Aided Wireless Communication: With its ability
to reconstruct wireless environments, RISs have been exploited

in diverse applications, such as RIS-aided non-orthogonal mul-
tiple access (NOMA) [17], [18], physical layer security [19],
[20], and integrated sensing and communication (ISAC) [21].
Unfortunately, existing RISs suffer from half-space coverage
and double-fading attenuation issues, thus resulting in perfor-
mance degradation. To overcome the above limitations, our
previous works proposed an MF-RIS that supports reflection,
refraction, and amplification simultaneously. By embedding
reflective and refractive circuits, as well as negative resistance-
based amplifiers, MF-RIS achieves full-dimensional communi-
cations with enhanced signal power [8]. Existing works [22]–
[26] have demonstrated the significant advantages of this novel
RIS type over traditional RISs. Specifically, the uplink and
downlink MF-RIS-aided communications were investigated in
[22], [23] for system throughput maximization, respectively.
Three different operating protocols for MF-RIS were proposed
in [24]. Moreover, the authors of [25] maximized the commu-
nication sum rate under the minimum radar signal-to-noise
ratio (SNR) constraint in an MF-RIS-aided ISAC system. In
addition, the exact expression of the outage probability for an
MF-RIS-aided rate-splitting multiple-access (RSMA) system
was derived in [26], where the system throughput and energy
efficiency were evaluated in the delay-limited mode.

3) RIS-Aided AirComp Systems: Existing works [27]–[32]
introduced RISs into AirComp systems to improve channel
conditions and assist data aggregation. Particularly, to address
the performance bottleneck caused by the worst channel
condition, the authors of [27] introduced RIS to enhance
received signals by reconfiguring propagation channels. Then
the AirComp distortion was minimized by designing Air-
Comp transceivers and RIS phase-shifts. Moreover, in [28],
a two-stage stochastic beamforming algorithm was proposed
to reduce the heavy channel state information (CSI) signaling
overhead, where the average computation MSE was minimized
by updating the long-term passive RIS beamforming matrix
based on the channel statistics. Furthermore, the authors of
[29] considered an additive bounded CSI uncertainty in a
RIS-aided AirComp system, where the worst-case design of
transceivers and RIS phase was studied for MSE minimization.
Moreover, the RIS-aided AirComp for WDA in mmWave
system was investigated in [30], which derived the closed-form
expressions of transmit scalars. To achieve a full-space cover-
age, the authors of [31] studied a simultaneously transmitting
and reflecting reconfigurable intelligent surfaces (STAR-RIS)-
aided AirComp system, where STAR-RIS coefficients, and
the transmit and receive beamforming were optimized jointly.
Furthermore, to alleviate the double-fading attenuation, the
asymptotic MSE of active RIS-aided AirComp systems was
derived in [32], where the self-interference caused by the
full-duplex mode was studied. The above literature focus on
RIS-aided traditional centralized AirComp systems, where FC
is deployed for WDA. Considering that distributed AirComp
is an important direction for future applications, e.g., D2D
communications and distributed federated edge learning, and
data aggregation via D2D links between each device is vul-
nerable to obstacles, the authors of [33] introduced RISs
into distributed AirComp systems, where RIS was applied to
achieve communications among different devices for efficient
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Fig. 2. Traditional AirComp vs. the proposed MF-RIS-aided distributed AirComp systems.

target function computation. Unfortunately, the RIS in [33]
only reflects the impinging signals, which suffers from double-
fading attenuation issue and can not be applied to scenarios
where devices are distributed throughout the range. Inspired
by our previous works [34] and [35] which provide the
related hardware design, the proposed MF-RIS can extend RIS
coverage and enhance signal strength for users located in full
space. Thus, we introduce MF-RISs into distributed AirComp
systems to overcome these limitations in this paper, which
remains unexplored in the current research.

B. Contributions and Organization
Based on the above, by reflecting, refracting, and ampli-

fying the incident signals simultaneously, MF-RIS is able to
assist distributed AirComp systems to overcome the bottleneck
caused by the device with the worst channel condition, and
construct virtual links for communications among different
devices. Thus, we investigate an MF-RIS-aided distributed
AirComp system in this paper. The aim is to minimize the
average computation MSE between the target and estimated
function values. Our main contributions are summarized as
follows:

• We propose an MF-RIS-aided distributed AirComp sys-
tem, where devices are distributed around the MF-RIS.
Then, we formulate an MSE minimization problem by
jointly designing the transmit and receive scalar, and
MF-RIS coefficients. Due to the non-convex objective
function and coupled variables, the formulated problem
is challenging to solve directly. Thus, we apply an alter-
nating optimization (AO) framework to decompose the
original problem into three subproblems, such that each
subproblem can be solved efficiently.

• For generality, we extend the SISO system into MIMO
one, where all devices are equipped with multiple anten-
nas. Based on the MIMO setup, multiple arithmetic mean
functions of the recorded signals from all devices can
be computed. Then, we minimize the MSE problem by
jointly optimizing the transmit and receive beamforming,
and MF-RIS coefficients. For both SISO and MIMO
cases, we derive the asymptotic expressions of MSE when
the number of RIS elements is sufficiently large.

• Numerical results verify the superiority of MF-RIS-aided
distributed AirComp system. The MF-RIS achieves the

lowest MSE performance when varying the number of
RIS elements, devices, and antennas. Besides, the MIMO
case with more spatial diversity outperforms the SISO
one, with a 28% reduction in MSE. In addition, compared
to distributed AirComp scheme without RIS, the RIS-
aided schemes obtain a 40% MSE decrease.

The remainder of this paper is organized as follows. In
Section II, we introduce the system model of MF-RIS-aided
distributed AirComp and formulate an MSE minimization
problem. Section III presents the AO algorithm to address the
formulated problem. Then, Section IV extends the SISO case
into the MIMO one for general configuration. Subsequently,
in Section V, we analyze the asymptotic performance of
the considered MF-RIS-aided distributed AirComp system.
Numerical results are provided in Section VI. Finally, Section
VII draws the conclusion.

Notations: Throughout the paper, we adopt the boldface
lowercase letters for vectors and boldface uppercase letters
for matrices, respectively. X∗, XT, XH, and ∥X∥F denote the
conjugate, transpose, Hermitian, Frobenius norm of matrix X,
respectively. ∥x∥ denotes 2-norm of vector x. diag(x) denotes
a diagonal matrix with the entries of X on its main diagonal;
diag(X) is the main diagonal of X. In addition, [x]n denotes
the n-th element of vector x and [X]n:n+l denotes the column
data from row n to row l. I denotes the identity matrix. E is
the expectation operator. Re{·} and Tr{·} denote the real part
and trace of a complex number, respectively. ⊙ represent the
Hadamard product.

II. SYSTEM MODEL

We consider an MF-RIS-assisted distributed AirComp sys-
tem, as shown in Fig. 2, which consists of N devices and an
MF-RIS equipped with M elements. Specifically, the devices
are divided into two groups, i.e., R and T groups, where the
devices in R (T) group are located in reflection (refraction)
space. The sets of elements and devices are denoted by
M = {1, 2, . . . ,M} and N = {1, 2, . . . , N}, respectively,
where the sets of devices in reflection and refraction spaces
are denoted by Nr and Nt with Nr + Nt = N . Besides,
we have the set of space as C = {r, t}. In this distributed
AirComp system, each device is responsible for transmitting
its own data and receiving an aggregation of all the data.
Moreover, by exploiting AirComp technique, we assume that
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the synchronization of different devices is established [16].
For simplicity, we assume that direct links between devices
are blocked to provide a more concise system model, which
helps to gain performance insights in subsequent sections.
Thus, each device can only communicate with each other via
MF-RIS. In addition, the existing system model can be easily
extended to systems with D2D links. Let si ∈ C denote the
transmit signal of device i. The signal si is assumed to be
normalized and independent among devices, i.e., E(sis∗i ) = 1
and E(sis∗j ) = 0,∀i ̸= j ∈ N . The receiver is expected to
compute the average value of the data sent by all devices. We
have

s =
1

N

∑
i∈N

si. (1)

Notice that the MF-RIS only redirects incident signals
from each device, and the post-processing of the aggregated
information is completed at the device side. Considering that
each device transmits and receives data simultaneously, we
assume that each device is equipped with one transmit antenna
and one receive antenna, and all devices operate in full-
duplex mode. Moreover, transmit and receive antennas within
the same device are considered to be perfectly decoupled
through self-interference (SI) cancellation techniques [36].
Furthermore, we assume that the SI at the MF-RIS can be
perfectly suppressed [37]. Denote vi as the transmit coefficient
at device i, then the corresponding transmitted signal is given
by

xi = visi. (2)

The signal relayed by the MF-RIS can be expressed as

xRIS=Θr

(∑
i∈Nr

hixi+z
)
+Θt

(∑
i∈Nt

hixi+z
)
, (3)

where hi ∈ CM×1 is the reciprocal channel between device i
and MF-RIS. We assume that the perfect CSI can be obtained
to provide an upper bound of the system performance1.
Specifically, the CSI estimation is handled by a device with
strong computing capabilities, referred to as the leader device
(LD), which is also responsible for solving the optimization
problem2. Θc = diag(uc) represents the MF-RIS coefficients
for the reflection (c = r) and refraction (c = t) spaces,
with uc = [

√
βc
1e

jθc
1 ,
√
βc
2e

jθc
2 , . . . ,

√
βc
Mejθ

c
M ]T and c ∈ C.

Moreover, βr/t
m ∈ [0, βmax] and θ

r/t
m ∈ [0, 2π] represent the

amplitude and phase of the m-th MF-RIS element, where
βmax ≥ 1 denotes the maximum amplification factor. Due
to the law of energy conservation, we have βr

m+βt
m ≤ βmax.

Here z ∈ CM×1 ∼ CN (0, σ2
sIM ) denotes the thermal noise at

the MF-RIS with each element’s noise power σ2
s . Assuming

the maximum transmit power of device i is Pi, we have

E[|visi|2] = |vi|2 ≤ Pi, ∀i ∈ N . (4)

1Note that the perfect CSI is difficult to obtain in practical scenarios, and
the optimization under imperfect CSI is similar to [29], [38].

2When the base station (BS) is involved, it collects all estimated CSI during
the initial stage, solves the optimization problem, and then distributes the
optimization results to all devices and the MF-RIS.

Thus, the signal received at device i in space c is given by

ŝc,i =ai

(
hH
i Θchixi +

∑
n∈Nc\{i}

hH
i Θchnxn

+
∑

n∈Nc̄

hH
i Θc̄hnxn +

∑
j∈C

hH
i Θjz+ zi

)
, (5)

where ai is the reception scaling factors of device i, and zi ∼
CN (0, σ2

i ) represents the thermal noise at device i. If c =
r, we have c̄ = t, and otherwise. Then the computational
distortion at device i, which is measured by the MSE between
ŝc,i and s, is given by

MSEi=E[|ŝc,i − s|2]

=
∑

c∈C

(∑
n∈Nc

∣∣∣(aihH
i Θchnvn−

1

N

)∣∣∣2
+ σ2

s∥aihH
i Θc∥2

)
+|ai|2σ2

i . (6)

In this work, we aim to minimize the average MSE of all
users. Therefore, the optimization problem is formulated as

min
a,v,Θc

1

N

∑
i∈N

MSEi(vi, ai,Θc) (7a)

s.t. |vi|2 ≤ Pi, (7b)
∥xRIS∥2 ≤ PRIS, (7c)
βr/t
m ∈ [0, βmax], β

r
m+βt

m ≤ βmax, θ
r/t
m ∈ [0, 2π], (7d)

where a = [a1, a2, · · · , aN ]T and v = [v1, v2, · · · , vN ]T.
Here PRIS denotes the amplification power budget at the MF-
RIS3. Specifically, constraint (7d) defines the range of values
for MF-RIS coefficients and indicates that MF-RIS supports
signal amplification, reflection, and refraction simultaneously.
Owing to the non-convex objective function (7a) and coupled
variables, problem (7) is difficult to solve directly. Therefore,
we apply an alternating optimization (AO) framework to
address it in the following.

III. ALGORITHM DESIGN FOR SISO-AIRCOMP SYSTEM

A. Optimization of Transmit Scalar

In this subsection, we optimize the transmit scalar v with
fixed {a,Θc}. The corresponding optimization subproblem is

min
v

1

N

∑
i∈N

fi(v) (8a)

s.t. (7b), (7c), (8b)

where fi(v) =
∑

c∈C
∑

n∈Nc
|(aihH

i Θchnvn − 1
N )|2.

Let vc = [v1, v2, · · · , vNc ], Vc = diag(vc), and Ĥc,i =
[H1,i,c, H2,i,c, · · · , HNc,i,c], where Hn,i,c = hH

i Θchn de-
notes the equivalent channel from device n to device i. Then
we get

fi(v) =
∑

c∈C

∥∥∥aiVH
c Ĥ

H
c,i −

1

N
INc×1

∥∥∥2. (9)

3The average MSE minimization problem can be transformed into a min-
max problem by directly converting the objective function. Due to their
similarity, the proposed algorithm can be extended to solve the min-max
problem easily.
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Then, the objective function of problem (8) is modified as

1

N

∑
i∈N

fi(v) =
1

N

∑
c∈C

∑
i∈N

(
a2iTr

(
VH

c Ĥ
H
c,iĤc,iVc

)
−2Re

{ 1

N
aiTr

(
INc×1Ĥc,iVc

)}
+(

1

N
)2
)
.

For constraint (7c), we have∑
c∈C

(
Tr
(
VH

c H
H
c Θ

H
c ΘcHcVc

)
+σ2

s∥Θc∥2F
)
≤PRIS, (10)

where Hc = [h1,h2, · · · ,hNc
]. Since Vc is a diagonal matrix,

problem (8) is reformulated as

min
v

vHH̃v − 2Re{Bv} (11a)

s.t. vHCv ≤ PRIS −
∑

c∈C
σ2
s∥Θc∥2F , (7b), (11b)

where H̄c =
∑

i∈N aiINc×1Ĥc,i, with

H̃=

 1
N

∑
i∈N

a2i

(
ĤH

r,iĤr,i

)
⊙ I 0

0 1
N

∑
i∈N

a2i

(
ĤH

t,iĤt,i

)
⊙ I

 ,

C=

[
HH

r Θ
H
r ΘrHr ⊙ I 0
0 HH

t Θ
H
t ΘtHt ⊙ I

]
,v =

[
vr vt

]H
,

B=
1

N2
[[H̄r]1,1, · · · , [H̄r]Nr,Nr

, [H̄t]1,1, · · · , [H̄t]Nt,Nt
].

If constraint (7b) is ignored, the closed form solution of
problem (11) is given by

v⋆ = (H̃+ λC)−1BH, (12)

where λ ≥ 0 is the introduced Lagrange dual variable for the
first term in constraint (11b). Considering constraint (7b), the
solution of v is modified as

von =
[v]⋆n
|[v]⋆n|

min(
√
Pn, |[v]⋆n|), ∀n ∈ N . (13)

The solution of vno in (13) is the optimal solution to problem
(11) [39]. The detailed analysis is given in Appendix A. The
optimal λ can be found by the bisection search to ensure the
first term in constraint (11b). The lower bound of λ is λLB =
0, while the upper bound of λ is obtained as

λ ≤ λUB =

√
BC−1BH

PRIS − σ2
s

∑
c∈C ∥Θc∥2

. (14)

B. Optimization of MF-RIS Coefficients

With fixed {a,v}, the corresponding optimization subprob-
lem with respect to Θc is given by

min
Θc

1

N

∑
i∈N

MSEi(Θc) (15a)

s.t. (7c), (7d). (15b)

By utilizing Θcx = diag(x)uc, problem (15) is equivalently
transformed into

min
uc

1

N

∑
c∈C

(
uH
c

∑
i∈N

Qc,iuc −
2

N
Re
{∑

i∈N
rHc,iuc

})
(16a)

s.t.
∑

c∈C
uH
c Ucuc ≤ PRIS, (7d), (16b)

where Qc,i, rc,i, and Uc are given by

Qc,i = rc,ir
H
c,i + σ2

sdiag(aih
H
i )diag(hiai),

Uc =
∑

n∈Nc

|vn|2diag(hH
n )diag(hn) + σ2

sIM×M ,

rc,i =
∑

n∈Nc

aidiag(h
H
n vn)hi.

By omitting constraint (7d), the Lagrange dual function of
problem (16) is given by

L = uHQu− 2

N
Re{rHu}+ ζ(uHUu− PRIS), (17)

where ζ ≥ 0 is the introduced Lagrange dual variable for the
first term in constraint (16b). Here we have

u = [ur;ut], r =
[∑

i∈N
rHr,i,

∑
i∈N

rHt,i

]H
,

U =

[
Ur 0
0 Ut

]
,Q =

[∑
i∈N Qr,i 0
0

∑
i∈N Qt,i

]
.

Then by calculating the first-order partial derivation of L
regarding to u, we obtain

∂L
∂u

= 2(Q+ ζU)u− 2

N
r. (18)

Thus, we have the closed form solution to problem (16) as

u⋆ =
1

N
(Q+ ζU)−1r. (19)

To obtain ζ, when the first term in constraint (16b) is inactive,
we set ζ = 0. If the first term in constraint (16b) is active, we
have uHUu = PRIS. Then the optimal ζ can be found by the
bisection search to ensure uHUu = PRIS. The lower bound
on ζ is ζLB = 0. For the upper bound of ζ, we have( 1

N
(Q+ ζU)−1r

)H
U
( 1

N
(Q+ ζU)−1r

)
= PRIS. (20)

Since ζU ⪯ Q+ ζU, we get

(
1

N
)
2

(ζ−1U−1r)HU(ζ−1U−1r) ≥ PRIS. (21)

Since U is a Hermitian matrix, we obtain

ζ ≤ ζUB =

√
rHU−1r

N2PRIS
. (22)

Considering constraint (7d), we have the modified solution
of u as follows

uo
c,m=

[u⋆]c,m
|[u⋆]c,m|

min

(√
u⋆,2
c,m

u⋆,2
c,m + u⋆,2

c̄,m

βmax, |[u⋆]c,m|

)
. (23)

The solution of uo
c,m in (23) is the optimal solution to problem

(16), which is similar to the analysis of v.

C. Optimization of Receive Scalar

In this subsection, we optimize receive scalar a with fixed
{v,Θc}. The corresponding optimization problem is given by

min
a

1

N

∑
i∈N

MSEi(ai) (24)
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Algorithm 1 The AO Algorithm for Solving Problem (7)

1: Initialize v(0), Θ(0), a(0), the maximum number of iter-
ation Tmax, and the predefined threshold ϵ.

2: repeat
3: Set the iteration index τ = 0;
4: Given a(τ) and Θ(τ), update v(τ+1) via (13);
5: Given a(τ) and v(τ+1), update Θ(τ+1) via (19);
6: Given v(τ+1) and Θ(τ+1), update a(τ+1) via (25);
7: Update τ = τ + 1;
8: until |MSE(τ) −MSE(τ−1)| ≤ ϵ or τ ≥ Tmax;
9: Output the converged solutions v, Θ, and a.

Taking the first-order partial derivative of MSEi(ai) regarding
to ai, we have

∂MSEi(ai)

∂ai
=2ai

(∑
n∈Nr

|vnHn,i,r|2+σ2
s(h

H
i ΘrΘ

H
r hi)

+
∑

n∈Nt

|vnHn,i,t|2+σ2
s(h

H
i ΘtΘ

H
t hi) + σ2

i

)
− 2

N

(∑
n∈Nr

Hn,i,tvn+
∑

n∈Nt

Hn,i,tvn

)
, ∀i.

Then the closed form solution of the optimal ai can be
obtained by solving ∂MSE(ai)

∂ai
= 0. Thus, we have

ai=
(∑

c∈C

(∑
n∈Nc

|vnHn,i,c|2+σ2
s(h

H
i ΘcΘ

H
c hi)

)
+σ2

i

)−1

× 1

N

(∑
c∈C

∑
n∈Nc

Hn,i,cvn

)
, ∀i. (25)

The overall alternating optimization algorithm is summarized
in Algorithm 1.

D. Analysis of Complexity and Convergence

For the calculation of a,v, and Θ, the complexities are
O(1), O(N3), and O(8M3), respectively, which are mainly on
the matrix inversions. The optimizations of v and Θ employ
the bisection search, thus the computational complexities are

O(N3) log2

(λUB

ϵ

)
and O(8M3) log2

(ζUB

ϵ

)
, (26)

where ϵ is the bisection search accuracy. Therefore, the com-
putational complexity of the proposed AO algorithm is

O
(
T
(
N3 log2

(λUB

ϵ

)
+ 8M3 log2

(ζUB

ϵ

)))
, (27)

where T denotes the iteration number for convergence.

Theorem 1. Algorithm 1 converges to a locally optimal point
of problem (7) over several iterations.

Proof. To prove the convergence of Algorithm 1, we have

MSE
(
v(τ),Θ(τ),a(τ)

)(a)
≥MSE

(
v(τ+1),Θ(τ),a(τ)

)
(b)

≥MSE
(
v(τ+1),Θ(τ+1),a(τ)

)
(c)

≥MSE
(
v(τ+1),Θ(τ+1),a(τ+1)

)
, (28)

where τ denotes the iteration index. Here, (a), (b), and (c)
follow since the updates of v, Θ, and a minimize MSE

when the other variables are fixed. Moreover, considering
that MSE(v,Θ,a) is monotonically non-increasing in each
iteration and its value is lower bounded by zero, Algorithm 1
will converge to a local optimum of problem (7) after several
iterations.

IV. EXTENSION TO MIMO-AIRCOMP SYSTEM

In this section, to investigate the MSE performance when
multiple messages need to be transmitted, where multiple
antennas are deployed at each device, we extend the SISO case
into the MIMO one. For simplicity, we assume that each device
is equipped with the same number of transmit and receive
antennas, i.e., Ns.

A. System Model

In MIMO AirComp system, each device transmits L pa-
rameters with L ≤ Ns and L ≥ 1. Denote the signal of
the i-th device as si ∈ CL×1, satisfying E(sisHi ) = IL and
E(sisHj ) = 0, ∀i ̸= j ∈ N . We take calculating the average
value of all data as the target function, i.e.,

s =
1

N

∑
i∈N

si. (29)

Let Wi ∈ CNs×L and Gi ∈ CM×Ns denote the transmit
beamforming matrix at the i-th device and the channel from
the i-th device to the MF-RIS. The signal received at the MF-
RIS is given by

xRIS =
∑

c∈C

(
Θc

(∑
i∈Nc

GiWisi + z
))

, (30)

where z ∼ CN (0, σ2
sIM ) represents the thermal noise at

the MF-RIS. By applying the aggregation beamforming, the
computing output at device i is expressed as

ŝi=AH
i

(∑
c∈C

∑
n∈Nc

GH
i ΘcGnWnsn+

∑
j∈C

GH
i Θjz+zi

)
, (31)

where Ai ∈ CNs×L and zi ∼ CN (0, σ2
i INs

) represent
the aggregation matrix and the thermal noise at device i,
respectively. Thus, the MSE of device i is defined as

MSEi =E(∥ŝi − s∥2)

=
∑
c∈C

∑
n∈Nc

∥∥∥(AH
i G

H
i ΘcGnWn − 1

N
IL

)∥∥∥2
+
∑
j∈C

∥AH
i G

H
i Θjz∥2 + ∥AH

i zi∥2. (32)

To minimize the average MSE among all users, the opti-
mization problem is formulated by

min
A,W,Θc

1

N

∑
i∈N

MSEi(Ai,Wi,Θc) (33a)

s.t. ∥Wi∥2F ≤ Pi, (33b)
∥xRIS∥2 ≤ PRIS, (33c)
βr/t
m ∈ [0, βmax], β

r
m+βt

m ≤ βmax, θ
r/t
m ∈ [0, 2π].(33d)

The MIMO system involves a higher matrix solving dimension
compared to SISO system since each device is equipped with
multiple antennas. Moreover, with the non-convex objection
function and coupled optimization variables, problem (33) is
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challenging to solve directly. Thus, we solve it by decoupling
into three subproblems in the following and optimize them
iteratively.

B. Algorithm Design

Similar to the SISO case, to address problem (33), we
employ the AO technique to optimize one variable at a time
while the others fixed in the following.

1) Optimization of Transmit Beamforming: We first opti-
mize the transmit beamforming W with fixed {A,Θ}. By
ignoring terms without W, we have

M̃SEi=E(∥ŝi − s∥2)

=
∑
c∈C

∑
n∈Nc

∥∥∥(AH
i G

H
i ΘcGnWn−

1

N
IL

)∥∥∥2. (34)

Then, we have the following optimization problem

min
W

1

N

∑
i∈N

M̃SEi(W) (35a)

s.t. (33b), (33c). (35b)

Defining Wc = [W1,W2, . . . ,WNc
]H, ḠH

n,i,c =

AH
i G

H
i ΘcGn, and G̃c,i = [Ḡ1,i,c, Ḡ2,i,c, . . . , ḠNc,i,c], we

have

M̃SEi =
∑

c∈C

∥∥∥G̃c,iWc −
1

N
INc×1

∥∥∥2. (36)

Then, the objective function of problem (35) is given by

1

N

∑
i∈N

M̃SEi =
1

N

(∑
c∈C

∑
i∈N

(Tr(WH
c G̃

H
c,iG̃c,iWc)

− 2

N
Re{G̃c,iWc}+ (

1

N
)2)
)
. (37)

For constraint (33c), we have∑
c∈C

Tr(WH
c Ĝ

H
c ĜcWc) ≤ P̄RIS, (38)

where Ĝc = [ΘcG1,ΘcG2, . . . ,ΘcGNc ] and P̄RIS = PRIS−∑
c∈C σ

2
s∥Θc∥2. Then, we have

min
W

Tr(WHGW)− 2Re{Tr(B̄W)} (39a)

s.t. Tr(WHD̄W) ≤ P̄RIS, (33b), (39b)

where

G=

 1
N

∑
i∈N

G̃H
r,iG̃r,i 0

0 1
N

∑
i∈N

G̃H
t,iG̃t,i ⊙ I

 , W=[WH
r ,W

H
t ]

H,

B̄=
[ 1

N2

∑
i∈N

G̃r,i,
1

N2

∑
i∈N

G̃t,i

]
, D̄=

[
ĜH

r Ĝr 0

0 ĜH
t Ĝt

]
.

Thus, by ignoring constraint (33b), we have the closed form
solution of problem (39) as

W⋆ = (G+ ξD̄)−1B̄H, (40)

where ξ ≥ 0 is the introduced Lagrange dual variable for
the first term in constraint (39b). With constraint (33b), the

solution of W is

Wo
nL+1:(n+1)L =

[W]⋆nL+1:(n+1)L∥∥[W]⋆nL+1:(n+1)L

∥∥min
(√

Pn,
∥∥[W]⋆nL+1:(n+1)L

∥∥),∀n ∈ N .

(41)

The lower bound of ξ is ξLB = 0, and the upper bound ξUB

is given by

ξ ≤ ξUB =

√
Tr(B̄D̄−1B̄H)

P̄RIS
. (42)

Finally, the optimal ξ can be obtained by the bisection search
to ensure the first term in constraint (39b).

2) Optimization of MF-RIS Coefficients: With fixed
{A,W}, the corresponding optimization subproblem for Θc

is given by

min
Θc

1

N

∑
i∈N

MSEi(Θc) (43a)

s.t. (33c), (33d). (43b)

By only retaining the terms including Θc in the objective
function, we have MSEi(Θc) = Ψi +Φi, where

Φi =Tr
(∑

c∈C

( ∑
n∈Nc

AH
i G

H
i ΘcGnWnW

H
nG

H
nΘ

H
c GiAi

)
+ σ2

s

∑
c∈C

AH
i G

H
i ΘcΘ

H
c GiAi

)
, (44a)

Ψi =− 2

N
Tr
(∑

c∈C

∑
n∈Nc

AH
i G

H
i ΘcGnWnIL

)
. (44b)

Then, we have Ψi = − 2
N

∑
c∈C Re{Tr(Rc,iΘc)} with

Rc,i =
∑

n∈Nc

GnWnA
H
i G

H
i . (45)

Let r̃Hc,i = ([Rc,i]1,1, [Rc,i]2,2, · · · , [Rc,i]M,M ). We get Ψi =
− 2

N

∑
c∈C Re{Tr(r̃Hc,iuc)}. Then, we obtain

Φi=
∑

c∈C

(
Tr
(
Tc,iΘcΘ

H
c

)
+Tr

(
Tc,iΘcScΘ

H
c

))
, (46)

where

Tc,i=σ2
sGiAiA

H
i G

H
i , Sc=

1

σ2
s

∑
n∈Nc

GnWnW
H
nG

H
n .

Based on [39], we have Tr
(
ACBCH

)
= cH

(
A ⊙ BT

)
c,

where A and B are square matrics, C is a diagonal matrix
with C = diag(c). Thus, we have Φi =

∑
c∈C u

H
c Q̃c,iuc with

Q̃c,i = Tc,i⊙ (ST
c +IM×M ). Defining Ũc = I⊙σ2

sS
T
c +σ2

sI,
constraint (33c) is recast as

∑
c∈C u

H
c Ũcuc ≤ PRIS. After

the above variable substitution, problem (43) is equivalently
rewritten as

min
uc

1

N

∑
c∈C

(
uH
c

∑
i∈N

Q̃c,iuc −
2

N
Re
{∑

i∈N
r̃Hc,iuc

})
(47a)

s.t.
∑

c∈C
uH
c Ũcuc ≤ PRIS, (33d). (47b)
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By omitting constraint (33d), the Lagrange dual function of
problem (47) is given by

L = uHQ̃u− 2

N
Re{r̃Hu}+ ζ(uHŨu− PRIS), (48)

where ζ ≥ 0 is the introduced Lagrange dual variable for the
first term in constraint (47b) and

u = [ur,ut]
H, r̃ =

[∑
i∈N

r̃r,i,
∑

i∈N
r̃t,i

]H
,

Ũ =

[
Ũr 0

0 Ũt

]
, Q̃ =

[∑
i∈N Q̃r,i 0

0
∑

i∈N Q̃t,i

]
.

By calculating the first-order partial derivation of L regarding
to u, we can obtain

∂L
∂u

= 2(Q̃+ ϱŨ)u− 2

N
r̃. (49)

Then we have the closed form solution to problem (47) is

u⋆ =
1

N
(Q̃+ ϱŨ)−1r̃. (50)

To obtain ϱ, when the first term in constraint (47b) is inactive,
we set ϱ = 0. If the first term in constraint (47b) is active, we
have uHŨu = PRIS. Then the optimal ζ can be found by the
bisection search to ensure uHŨu = PRIS. The lower bound
on ϱ is ϱLB = 0. For the upper bound of ϱ, we have( 1

N
(Q̃+ ϱŨ)−1r̃

)H
Ũ
( 1

N
(Q̃+ ϱŨ)−1r̃

)
= PRIS. (51)

Since ζŨ ⪯ Q̃+ ζŨ, we get

(
1

N
)
2

(ϱ−1Ũ−1r̃)HŨ(ϱ−1Ũ−1r̃) ≥ PRIS. (52)

Because U is a Hermitian matrix, we obtain

ϱ ≤ ϱUB =

√
r̃HŨ−1r̃

N2PRIS
. (53)

Considering constraint (33d), we have the modified solution
of u as follows

uo
c,m=

[u⋆]c,m
|[u⋆]c,m|

min

(√
u⋆,2
c,m

u⋆,2
c,m+u⋆,2

c̄,m

βmax, |[u⋆]c,m|

)
, (54)

where c̄ = r, if c = t, and otherwise. The solution of uo
c,m in

(54) is the optimal solution to problem (43).

3) Optimization of Receive Beamforming: With fixed
{W,Θc}, the corresponding optimization subproblem regard-
ing to A is given by

min
A

1

N

∑
i∈N

MSEi(Ai) (55a)

Let ∂MSE(Ai)
∂Ai

= 0, we have the closed form solution of the
optimal Ai as follows

Ai = (Di + σ2
sEi + σ2

i INs
)−1Fi, (56)

where

Di =
∑

c∈C
(
∑

n∈Nc

GH
i ΘcGnWnW

H
nG

H
nΘ

H
c Gi),

Ei =
∑

c∈C
GH

i ΘcΘ
H
c Gi,

Fi =
1

N

∑
c∈C

(∑
n∈Nc

GH
i ΘcGnWn

)
.

C. Analysis of Complexity and Convergence

For the calculation of A,W, and Θ, the complexities are
O(N3

s ), O((NNs)
3), and O(8M3), respectively. Since the

bisection search is employed to calculate W and Θ, the
computational complexities are

O(NNs)
3 log2

(ξUB

ϵ

)
and O(8M3) log2

(ϱUB

ϵ

)
, (58)

where ϵ is the bisection search accuracy. Therefore, the overall
complexity of the proposed algorithm is

O
(
T
(
N3

s +(NNs)
3 log2

(ξUB

ϵ

)
+8M3 log2

(ϱUB

ϵ

)))
, (59)

where T denotes the iteration number for convergence.

V. PERFORMANCE ANALYSIS

In this section, to assess the performance limits of the
proposed MF-RIS-aided AirComp system, we analyze the
asymptotic performance under extreme cases. To make the
analysis tractable and yield insightful results, we consider
two general cases of SISO with M → ∞, and MIMO with
M → ∞ and Ns → ∞.

A. MF-RIS-Aided SISO-AirComp System

Based on [7] and [37], we assume: 1) A SISO system is
considered, i.e., Ns = 1; 2) Each MF-RIS element contains
the same amplification factor, i.e., βr

m = βr, βt
m = βt, ∀m ∈

M, and βr = βt, which helps to derive a concise expression
for subsequent performance analysis; 3) The i-th device-MF-
RIS channel hi follows a Rayleigh distribution, i.e., hi ∼
CN (0, ρ2hI); 4) Each device i contains the same thermal noise,
i.e., σ2

i = σ2
d; 5) The number of RIS elements is sufficiently

large, i.e., M → ∞. With these simplifications, by substituting
(25) into (6), we have

MSEi≈
1

N
− 1

N2
D−1

i(∑
c∈C

∑
n∈Nc

Hn,i,cvn

)(∑
c∈C

∑
n∈Nc

H∗
n,i,cv

∗
n

)
, (60)

where Di =
∑

c∈C
∑

n∈Nc
(|vnHn,i,c|2 + σ2

shi,c) + σ2
i with

hi,c = hH
i ΘcΘ

H
c hi.

Then, we derive a closed form asymptotic MSE for the MF-
RIS-aided SISO system.

Theorem 2. When M → ∞, the MSE of MF-RIS-aided SISO
AirComp system is given by

MSEMF=

{
1

NM
2σ2

sρ
2
hPRIS+Nσ2

dPoρ
2
h+2σ2

dσ
2
s

PoPRISρ4
h

, if N = 1,
N−1
N2 , else if N > 1.

(61)

Proof. Refer to Appendix B.

Remark 1. Based on (61), it can be observed that the
asymptotic MSE for the MF-RIS-SISO is related to both the
transmit power Po and the amplification power PRIS when
N = 1. When PRIS → ∞, the upper bound of the MSE is
1
M

2σ2
s

Poρ2
h

, which is independent to the noise power at devices.
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This reveals that when the amplification power is sufficiently
large, the MSE only depends on the noise power at the MF-RIS
and the channel of device-MF-RIS. Moreover, when Po → ∞,
we have the upper bound of MSE as 1

M
σ2
d

PRISρ2
h

, which only
includes the noise power at devices and the device-MF-RIS
channel. Thus, it implies that noise power σ2

d at devices and
channel fading effects ρ2h, which changes from ρ4h to ρ2h, can
be suppressed by increasing the amplification power PRIS.
Furthermore, when M → ∞ with N = 1, MSE → 0. This
is because there is only one device in the system without
interference from other devices. The communication between
MF-RIS and the device can be well guaranteed under perfect
CSI.

For comparison, we derive the asymptotic MSE for the
STAR-RIS-aided SISO system in Theorem 3 under the same
settings.

Theorem 3. When M → ∞, the MSE of STAR-RIS-aided
SISO AirComp system is given by

MSESTAR=

{
1

NM2

2σ2
d

P̄oρ4
h

, if N = 1,
N−1
N2 , else if N > 1,

(62)

where P̄o = Po + PRIS/N for fairness.

Proof. Refer to Appendix C.

Remark 2. According to (61) and (62), for N > 1, we observe
that the MF-RIS and STAR-RIS are approximately inversely
proportional to N with M → ∞. When N = 1, MSEMF

is inversely proportional to M , while MSESTAR is inversely
proportional to M2, which is similar to [32]. Thus, when M
is sufficiently large, we have MSESTAR ≥ MSEMF. However,
with an intermediate size of M , the above result may not hold
true. We obtain the number of RIS elements when MSESTAR ≥
MSEMF in the subsequent corollary.

Corollary 1. When MSESTAR ≥ MSEMF, the number of RIS
elements M must satisfy

M≥ Po

P̄o

2PRISσ
2
d

2σ2
sρ

2
hPRIS+Nσ2

dPoρ2h+2σ2
dσ

2
s

, when N=1. (63)

Remark 3. According to (63), denote σ2
s = σ2

d = −80 dBm,
PRIS = Po = 10 mW, N = 1, and ρ2h = −70 dB. Then
we have P̄o = Po + PRIS/N = 20 mW [37]. The required
number of RIS elements M for STAR-RIS to outperform MF-
RIS is 3.3×106, which is impractical in actual deployment. For
M = 100, we have MSESTAR ≈ −20.0 dB and MSEMF ≈
−35.2 dB, which is about 33 times difference.

B. MF-RIS-Aided MIMO-AirComp System

To further investigate the performance limits under MIMO
case4, we assume: 1) A MIMO system is considered with
a significantly large number of transmit/receive antennas and
RIS elements, i.e., N ≤ M = Ns → ∞; 2) The each entry

4Although the SISO asymptotic MSE expression can be derived from the
MIMO one, presenting both cases helps to understand the generality and
specialization of the theory, and to deepen the understanding of the overall
theoretical framework.

of the i-th device-MF-RIS channel Gi follows a Rayleigh
distribution, i.e., CN (0, ρ2h); and assumptions 2) and 4) in the
last subsection. Besides, we focus on the case with a fixed
transmit beamforming, which is given by

WH
i Wi =

Po

L
IL, ∀i ∈ N . (64)

With these simplifications, we derive a closed form asymptotic
MSE as follows.

Theorem 4. When M = Ns → ∞, the MSE of MF-RIS-aided
MIMO AirComp system is given by

MSEMF=

{
1

NM
2σ2

sPRISρ
2
h+Nσ2

dPoρ
2
h+2σ2

dσ
2
s

PoPRISρ4
h

, if L = 1,
L−1
N , else if L > 1.

(65)

Proof. Refer to Appendix D.

Then, we provide the asymptotic MSE for the STAR-RIS-
aided MIMO system in Theorem 5 under the same settings.

Theorem 5. When M = Ns → ∞, the MSE of STAR-RIS-
aided MIMO AirComp system is given by

MSESTAR =

{
1

NM2

2σ2
d

P̄oρ4
h

, if L = 1,
L−1
N , else if L > 1.

(66)

Proof. Refer to Appendix E.

Remark 4. From (65) and (66), we find that when L = 1,
the asymptotic MSE for MIMO case is similar to the SISO
one. However, when L > 1, the MSE of both STAR-RIS and
MF-RIS is approximately proportional to L, which causes a
sharp deterioration in MSE performance with the increase of
L. This is because that as the number of functions operated
in devices increases, the computation error increases with the
severe inter-function interference.

VI. SIMULATION RESULTS

In this section, simulation results are provided to evaluate
the MSE performance of the proposed algorithm for the
considered MF-RIS assisted distributed AirComp system.

A. Simulation Setups

The MF-RIS is located at (0, 0, 30) meter (m), where the
devices are uniformly distributed in a circle centered on
(0, 0, 0) m with radius equal to 50 m. For the device-MF-
RIS links in the SISO case, we consider Rician fading with
Rician factor κ. The corresponding channel vector at device i
is given by

hi =
√
ρ(d/d0)−α

(√ κ

κ+ 1
hLOS
i +

√
1

κ+ 1
hNLOS
i

)
,

where hLOS
i and hNLOS

i denote the line-of-sight (LoS) and the
non-LoS (NLOS) components, respectively. Besides, ρ is the
path loss at the reference distance d0 = 1 m, and d denotes the
distance between the transmitter and the receiver. Here, κ is
the path loss exponent. The device-MF-RIS links in the MIMO
case are similar to the setup in the SISO one. Unless otherwise
specified, we set M = 200, N = 10, Ns = 10, L = 4, ρ =
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Fig. 3. The convergence performance of the proposed alogorithm.

−30 dB, κ = 10, α = 2.2, Po = 10 dBm, PRIS = 10 dBm,
and σ2

i = σ2
s = −80 dBm [39]. For performance comparison,

we consider the following benchmarks:
• Distributed AirComp [6]: For this scheme, we assume

that each device communicates with the other remaining
devices in the system over a direct link, with no RIS
deployment. Similarly, we set the transmit power at each
device as PD

o = Po + PRIS/N , where N is the number
of devices.

• Intelligent AirComp environment (IACE) [33]: To enable
all users to be served, this IACE scheme is an expanded
variant based on [33], consisting of one reflecting surface
and one refracting surface. For fairness, we set the
transmit power at each device as PS

o = Po + PRIS/N ,
where N is the number of devices.

• Imperfect CSI (ICSI) [38]: To investigate the MSE perfor-
mance in the case of imperfect CSI, taking SISO as an ex-
ample, we set h̃i ∈ CM×1 as the estimated channel vector
for device i [38]. Then we have h̃i = hi + ei,∀i ∈ N ,
where ei ∈ CM×1 denotes the channel estimation error
that is a circularly symmetric complex Gaussian (CSCG)
random vector with zeros mean and covariance σ2

e,iI.

B. Performance Evaluation

Fig. 3 shows the convergence behavior of the proposed
algorithm, where Ns = 20, L = 4, M = 200, and N = 10,
respectively. It can be observed from Fig. 3 that all schemes
converge rapidly in a few iterations, since the semi-closed
form or closed form solutions of each subproblem is obtained.
Besides, distributed AirComp scheme converges more slowly
than other schemes. This is reasonable because each device in
distributed AirComp scheme needs to design the beamforming
for the other remaining devices to aggregate data, while the
other schemes can utilize the RIS for data aggregation, thereby
reducing the computational complexity.

Fig. 4 investigates the MSE performance of the consid-
ered schemes versus the number of RIS elements M , where
Ns = 10, L = 4, and N = 20, respectively. As shown in the
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Fig. 4. MSE vs. Number of RIS elements M with σ2
e,i = 0.1.
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Fig. 5. MSE vs. Number of data streams L.

figure, the computational MSE of all schemes decreases with
the increase of M . This is because more elements leads to
higher degrees-of-freedom, thus facilitating the flexibility in
designing the beamforming matrix. Moreover, the imperfect
CSI schemes are observed to perform the worst, which has a
50% higher MSE than schemes without CSI errors. It is rea-
sonable that the CSI errors will degrade the MSE performance.
In addition, although MIMO schemes transmit multiple data
streams while SISO schemes only transmit one data stream,
we observe that the MSE performance of MIMO schemes
outperforms the SISO schemes. Specifically, the MF-RIS-
aided MIMO AirComp scheme obtains a 28% MSE reduction
than that of SISO one when M = 280. This is reasonable since
the increase in the number of transmit and receive antennas
provides more spatial degrees. Furthermore, the MSE achieved
by MF-RIS is lower than those achieved by the IACE scheme,
where the MSE obtained by the IACE scheme is 17% higher
than MF-RIS when M = 200. This is because with the
signal amplification function, the former can make use of more
spatial diversity.
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Fig. 5 presents the MSE performance versus the number of
data streams L, where Ns = 20, M = 200, and N = 20,
respectively. As L increases, the MSE increases rapidly since
the number of functions operated at each device increases.
This reveals that the multi-function operation will lead to an
increased computational error. Besides, we observe that the
simulation results coincide well with the derived asymptotic
MSE in Section V-B.

Fig. 6 studies the MSE performance versus the number of
antennas Ns with L = 1, M = 200, and N = 8. From
this figure, we can see that the MSE of the MIMO and
distributed AirComp schemes decreases considerably when the
number of antennas increases. Particularly, when Ns ≤ 12, the
MF-RIS-aided SISO AirComp scheme is superior to IACE-
MIMO scheme. This can be explained as follows. The signal
amplification ability of MF-RIS provides more spatial diversity
to obtain a better MSE performance than the IACE scheme
when N is small. However, as Ns increases, the channel gains
between devices tend to be dominant, where the MSE of MF-
RIS-aided SISO AirComp increases by 17% compared to the
IACE-MIMO when Ns = 20. Moreover, distributed AirComp
scheme owns the worst MSE performance in all the schemes.
In particular, distributed AirComp scheme has a 40% higher
MSE than the IACE-SISO scheme when Ns = 16. This is
because each device in distributed AirComp scheme strives
to support N AirComp processes simultaneously despite a
limited array size, resulting in an increase in MSE, while the
other schemes implement data aggregation with the assistance
of RIS.

Fig. 7 plots the MSE performance versus the number of
devices N with L = 2, M = 200, and Ns = 40. One can
observe that the MSE performance of all considered schemes
decreases with N . This coincides with the fact that with
the increase of N , the average function can utilize more
inter-interference among the devices to improve the MSE
performance, as discussed in Section V. Moreover, as N in-
creases, the MSE performance of distributed AirComp scheme
gradually saturates, which indicates the cancellation of the
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Fig. 7. MSE vs. Number of devices N .

opposite effects of aggregation gain in error suppression and
severer receive signal misalignment. Specifically, distributed
AirComp scheme has a 40% higher MSE than the IACE-SISO
scheme when N = 12, where the difference becomes larger
as N increases. In addition, with the increase of N , the RIS-
based schemes, in contrast to distributed AirComp scheme, do
not perform a performance floor. This reveals the superiority
of RIS-aided distributed AirComp scheme, which is consistent
with the discussion in Section V.

VII. CONCLUSION

In this paper, we investigated an MF-RIS assisted distributed
AirComp system. To minimize the computational MSE, we
considered SISO and MIMO cases, where the transmit beam-
forming, receive beamforming, and MF-RIS coefficients are
optimized alternately. Then, we obtained the semi-closed form
or closed form solutions of each variable by decomposing
the original problem into three subproblems. Subsequently,
the asymptotic expressions of MSE for SISO and MIMO
cases under some reasonable assumptions were derived. Fi-
nally, simulation results showed that RIS-aided distributed
AirComp systems outperforms distributed AirComp systems
without RIS. Moreover, the MF-RIS schemes enjoy a better
MSE performance than STAR-RIS schemes, demonstrating the
advantages of MF-RIS.

APPENDIX A
THE DERIVATION FOR SOLVING PROBLEM (8)

For constraint (7c), it is a monotonically increasing function
with respect to vn. For objective function of problem (8), the
term

∑
i∈N |(aihH

i Θchnvn − 1
N )|2 is related to a specific

|vn|, which is a quadratic function with respect to |vn|. Since
von satisfies constraints (7b) and (7c), the solution von is the
closest feasible point to v⋆n, which is also a feasible point
to minimize the objective function (8a). Moreover, under the
power constraints (7b) and (7c), the optimal angle of vn is
−∠

∑
i∈N aih

H
i Θchn [3].
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APPENDIX B
PROOF OF THEOREM 2

We assume the channel vectors of different devices are
orthogonal with

lim
M→∞

1

M
(hH

nhn) = ρ2h, lim
M→∞

1

M
(hH

nhn̄) = 0.

Then we have
1

M2
(Hn,i,cH

∗
n,i,c) =

1

M2
(hH

i Θchnh
H
nΘ

H
c hi)

≈ ρ2h
M

(hH
i ΘcΘ

H
c hi)

=
β2
cρ

2
h

M
(hH

i hi) ≈ β2
cρ

4
h, ∀n ∈ N ,

1

M2
(H∗

n,i,cHn̄,i,c) = 0, ∀n ∈ N .

To minimize (60), we set

|vn|2 = Po, β
2
r = β2

t =
PRIS

2M(N2 Poρ2h + σ2
s)
.

Then, we get

MSEi=
1

N
−

1

N2

(∑
c∈C

∑
n∈Nc

Hn,i,cvn
)
D−1

i

(∑
c∈C

∑
n∈Nc

H∗
n,i,cv

∗
n

)

=
1

N
−

1

N2

( ∑
c∈C

∑
n∈Nc

Hn,i,cvn)(
∑
c∈C

∑
n∈Nc

H∗
n,i,cv

∗
n

)
∑
c∈C

∑
n∈Nc

(|vnHn,i,c|2 + σ2
shi,c) + σ2

i

≈
1

N
−

1

N2

M2PoN(β2
r + β2

t )ρ
4
h

M2PoN(β2
r + β2

t )ρ
4
h + 2Mσ2

sρ
2
h(β

2
r + β2

t ) + 2σ2
i

=
1

N
−

1

N2

MNPoρ4hPRIS

MNPoPRISρ
4
h+2σ2

sρ
2
hPRIS+Nσ2

i Poρ2h+2σ2
i σ

2
s

=
1

N

M(N − 1)PoPRISρ
4
h + 2σ2

sρ
2
hPRIS +Nσ2

i Poρ2h + 2σ2
i σ

2
s

MNPoPRISρ
4
h + 2σ2

sρ
2
hPRIS +Nσ2

i Poρ2h + 2σ2
i σ

2
s

,

(67)

where σ2=
∑

c∈Cσ
2
shi,c+σ2

i , and we assume Nr = Nt =
N
2 .

Finally, since σ2
i = σ2

d, we obtain

MSE=

{
1

NM
2σ2

sρ
2
hPRIS+Nσ2

dPoρ
2
h+2σ2

dσ
2
s

PoPRISρ4
h

, if N = 1,
N−1
N2 , else if N > 1.

(68)

APPENDIX C
PROOF OF THEOREM 3

Let σ2
r = 0 in Di, we get

D̃i =
∑

c∈C

∑
n∈Nc

|vnHn,i,c|2 + σ2
i .

MSEi ≈
1

N
− 1

N2

(∑
c∈C

∑
n∈Nc

Hn,i,cvn

)
D̃−1

i(∑
c∈C

∑
n∈Nc

H∗
n,i,cv

∗
n

)
.

Then, by setting set Nr = Nt =
N
2 and P̄o = Po + PRIS/N ,

we have

MSEi =
1

N
− 1

N2
D̃−1

i

(∑
c∈C

∑
n∈Nc

Hn,i,cvn
)(∑

c

∑
n∈Nc

H∗
n,i,cv

∗
n

)

=
1

N
− 1

N2

( ∑
c∈C

∑
n∈Nc

Hn,i,cvn
)( ∑

c∈C

∑
n∈Nc

H∗
n,i,cv

∗
n

)
∑
c∈C

∑
n∈Nc

|vnHn,i,c|2 + σ2
i

≈ 1

N
− 1

N2

M2P̄o
N
2
(β2

r + β2
t )ρ

4
h

M2P̄o
N
2
(β2

r + β2
t )ρ

4
h + σ2

i

=
1

N
− 1

N

M2P̄oρ
4
h

M2NP̄oρ4h + 2σ2
i

=
1

N

M2(N − 1)P̄oρ
4
h + 2σ2

i

M2NP̄oρ4h + 2σ2
i

, (69)

Then, with σ2
i = σ2

d and β2
r + β2

t = 1, we get

MSE=

{
1

NM2

2σ2
d

P̄oρ4
h

, if N = 1,
N−1
N2 , else if N > 1.

(70)

APPENDIX D
PROOF OF THEOREM 4

By substituting (56) into (32), we have

MSEi≈
1

N
− 1

N2

Tr
(∑

c∈C

∑
n∈Nc

HH
n,i,cD

−1
i

∑
c∈C

∑
n∈Nc

Hn,i,c

)
, (71)

where Di=
∑

c∈C
∑

n∈Nc
(Hn,i,cH

H
n,i,c+σ2

sFi,cF
H
i,c)+σ2

i INs

with Hn,i,c = GH
i ΘcGnWn and Fi,c = GH

i Θc. Let

lim
M→∞

1

M
(GH

nGn) = ρ2hINs
, lim
M→∞

1

M
(GH

nGn̄) = 0Ns
.

Then we assume ∥Wn∥2 = Po to minimize the target MSE
and obtain

HH
n,i,cHn,i,c = WH

nG
H
nΘ

H
c GiG

H
i ΘcGnWn

≈ Mρ2h(W
H
nG

H
nΘ

H
c ΘcGnWn)

≈ Mρ2hβ
2
c (W

H
nG

H
nGnWn)

= M2ρ4hβ
2
c (W

H
nWn)

≈ M2Po

L
β2
cρ

4
hIL, ∀n ∈ N ,

HH
n,i,cHn̄,i,c ≈ 0L, ∀n ∈ N . (72)

Thus, let ΘcΘ
H
c = β2

c IM , we obtain

D̄i =
(∑

c∈C

∑
n∈Nc

(Hn,i,cH
H
n,i,c + σ2

sFi,cF
H
i,c) + σ2

i

)
≈
∑
c∈C

( ∑
n∈Nc

H̄n,i,cH̄
H
n,i,c +Mσ2

sβ
2
cρ

2
hINs

)
+ σ2

i INs

=
∑
c∈C

∑
n∈Nc

H̄n,i,cH̄
H
n,i,c + σ2INs

,

where H̄n,i,c = Hn,i,c, ∀n ∈ N , and σ2 =∑
c∈C Mσ2

sβ
2
cρ

2
hINs

+ σ2
i INs

.
Based on the Woodbury matrix identity [?], we get

D̄i,n =

{
σ2, if n = 0,
D̄i,n−1 + H̄n,i,cH̄

H
n,i,c, else if n ∈ Nc.

(73)

Then we have

D̄−1
i,n=


D̄−1

i,n−1−D̄−1
i,n−1H̄n,i,r(I+

H̄H
n,i,rD̄

−1
i,n−1H̄n,i,r)

−1H̄H
n,i,rD̄

−1
i,n−1, if n∈Nr,

D̄−1
i,n−1−D̄−1

i,n−1H̄n,i,t(I+

H̄H
n,i,tD̄

−1
i,n−1H̄n,i,t)

−1H̄H
n,i,tD̄

−1
i,n−1, else if n∈Nt.
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Let Nr ≥ 2, we get D̄−1
i,1 ,∀n = 2, . . . , Nr,

D̄−1
i,1 =

1

σ2
(I−H̄1,i,r(σ

2H̄1,i,r+H̄H
1,i,rH̄1,i,r)

−1H̄H
1,i,r).

Then, since H̄H
1,i,rH̄2,i,r = 0, D̄−1
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D̄−1
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i,1−D̄−1
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D̄−1
i =D̄−1

i,N

≈ 1

σ2

(
I−
∑

c∈C

∑
Nc

H̄n,i,c(σ
2I+H̄H

n,i,cH̄n,i,c)
−1H̄H

n,i,c

)
.

To minimize (71), we set
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where we set Nr = Nt =
N
2 . Thus, with σ2

i = σ2
d, we have
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APPENDIX E
PROOF OF THEOREM 5

Let σ2
r = 0 in Di, we obtain
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Thus, with σ2
i = σ2

d, we have

MSE =

{
1

NM2

2σ2
d

P̄oρ4
h

, if L = 1,
L−1
N , else if L > 1.

(76)
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