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Abstract

Recently, simultaneously transmitting and reflecting reconfigurable intelligent surfaces (STAR-RISs)

have received significant research interest. The employment of large STAR-RIS and high-frequency

signaling inevitably make the near-field propagation dominant in wireless communications. In this

work, a STAR-RIS aided near-field multiple-input multiple-multiple (MIMO) communication framework

is proposed. A weighted sum rate maximization problem for the joint optimization of the active

beamforming at the base station (BS) and the transmission/reflection-coefficients (TRCs) at the STAR-

RIS is formulated. The non-convex problem is solved by a block coordinate descent (BCD)-based

algorithm. In particular, under given STAR-RIS TRCs, the optimal active beamforming matrices are

obtained by solving a convex quadratically constrained quadratic program. For given active beamforming

matrices, two algorithms are suggested for optimizing the STAR-RIS TRCs: a penalty-based iterative

(PEN) algorithm and an element-wise iterative (ELE) algorithm. The latter algorithm is conceived for

STAR-RISs with a large number of elements. Numerical results illustrate that: i) near-field beamforming

for STAR-RIS aided MIMO communications significantly improves the achieved weighted sum rate

compared with far-field beamforming; ii) the near-field channels facilitated by the STAR-RIS provide

enhanced degrees-of-freedom and accessibility for the multi-user MIMO system; and iii) the BCD-PEN

algorithm achieves better performance than the BCD-ELE algorithm, while the latter has a significantly

lower computational complexity.
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I. INTRODUCTION

To support emerging technologies such as virtual and augmented reality, autonomous vehicles,

and digital replicas, the capacity of sixth-generation (6G) communication systems is required to

be much superior to that of fifth-generation (5G) communication systems [2]. To achieve this

goal, one solution is to rely on new physical layer technologies. Recently, simultaneously trans-

mitting and reflecting reconfigurable intelligent surfaces (STAR-RISs) have been proposed [3–5].

By employing a large number of low-cost STAR elements, the wireless signal impinging on

STAR-RISs can be split into transmitted and reflected sides, thus realizing a full-space smart

radio environment (SRE) [6–8].

Given the above advantages, extensive research efforts have been devoted to utilizing STAR-

RISs to achieve various objectives in wireless networks. These include reducing transmit power [9,

10], enhancing spectrum- and energy-efficiency [11, 12], and enlarging coverage area [13]. More

specifically, the authors of [9] investigated joint beamforming design to minimize the transmit

power of the base station (BS) under three proposed STAR-RIS operating protocols. In [10],

the authors further studied the transmit power minimization problem with the practical coupled-

phase constraint on STAR-RISs. The work [11] proposed a power consumption model for STAR-

RIS and maximized the spectrum- and energy-efficiency for wide-band multiple-input multiple-

multiple (MIMO) communication systems in the THz band. The work [12] investigates the

energy efficiency maximization for a multiple-input-single-output (MISO) STAR-RIS assisted

non-orthogonal multiple access (NOMA) downlink network. In [13], it was verified that STAR-

RISs can extend the coverage of STAR-RIS aided NOMA and orthogonal multiple access (OMA)

communication systems. The works above are limited to far-field communications where the

conventional planar wave assumption holds and the electromagnetic (EM) wave propagation is

approximately modeled with far-field channels.

With increased antenna/element number and high operating frequencies, wireless communi-

cations are likely to take place in the near-field region rather than the far-field region. The

boundary between the two is the Rayleigh distance 2D2

λ
, where D is the array diameter and

λ is the wavelength of the carrier signal [14]. In the near field, the conventional planar wave

assumption is invalid and the EM wave propagation has to be accurately modeled with near-

field channels [15]. Compared to conventional planar-wave-based far-field wireless channels, the

spherical-wave-based near-field wireless channels have several promising characteristics: i) near-
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field beamfocusing: owing to the different EM wave propagation model, the near-field channel

contains both angle and distance information of users [16]. This enables the communication

system to concentrate transmitted signals on a specific location and thus provides accessibility

improvement for multi-user communications; and ii) high-rank line-of-sight (LoS) MIMO chan-

nels: thanks to the spherical propagation in the near field, the near-field LoS channel is rank-

sufficient [17]. Compared with the low-rank far-field LoS channel, the near-field LoS channel

can support more information streams for the multi-antenna users and thus provides degrees-of-

freedom (DoFs) enhancement for MIMO communications.

A variety of studies have been recently devoted to exploring near-field characteristics in

wireless communication systems. In [18], the authors proposed a distance-parameterized angular-

domain sparse model for the near-field channels and developed a joint dictionary learning and

sparse recovery algorithm to effectively estimate both the LoS and multi-path near-field chan-

nels. In [19], near-field beamfocusing for MIMO communications was investigated under three

different types of MIMO antenna architectures. It was shown that, compared with conventional

beamsteering, the utilization of near-field beamfocusing in multi-user MIMO communication

systems leads to reduction of co-channel interference. The authors of [20] proposed using location

information contained by the near-field channel to achieve multiplexing in the location domain.

Physical layer security (PLS) of near-field communication systems was investigated in [21]. The

work [22] investigated wireless power transfer (WPT) for charging mobile devices in the near-

field of a dynamic metasurface antenna (DMA). With optimized DMA weights and beamformers,

focused energy beams can be generated to improve the system energy transfer efficiency.

Though there are a abundant of works on STAR-RIS aided communications and many studies

concerning near-field communications, STAR-RIS aided communications in the near-field has

not been investigated to date. STAR-RISs are extremely beneficial to be deployed for assisting

millimeter-wave/Terahertz (mmWave/THz) communications via creating virtual LoS links to

overcome blockage [23]. Large size STAR-RISs comprising of many elements have to be

employed to confront high pathloss attenuation at high frequency band [24]. As a result, the

utilization of large STAR-RISs and the adoption of high-frequency signaling inherently result in

the predominance of near-field propagation. For example, consider a STAR-RIS with an array

diameter of 0.5 meters operating at a frequency of 28 GHz. In this case, the Rayleigh distance

of the STAR-RIS array is approximately 47 meters. Consequently, it is highly probable that

users will be situated within the near-field region of the STAR-RIS. The fact that the favorable
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characteristics of near-field channels can be leveraged to improve the capacity of communication

systems motivates the study of STAR-RIS aided near-field communications and the corresponding

near-field beamforming design.

In this work, we propose a STAR-RIS aided near-field MIMO communication framework

for the first time, where a BS serves multiple users within the near-field region of the STAR-

RIS. We formulate a weighted sum rate maximization problem to jointly optimize the active

beamforming at the BS and the transmission/reflection-coefficients (TRCs) at the STAR-RIS,

subject to a power constraint at the BS and a TRCs constraint at the STAR-RIS. The weighted

sum rate maximization problem is solved by using a block coordinate descent (BCD)-based

algorithm, where the active beamforming matrices at the BS and the TRCs at the STAR-RIS

are alternatingly optimized. Specifically, under given fixed STAR-RIS TRCs, the optimal active

beamforming matrices are obtained by solving a convex quadratically constrained quadratic

program problem. Two algorithms are suggested for optimizing the STAR-RIS TRCs under

given fixed active beamforming matrices. First, we propose the penalty-based iterative (PEN)

algorithm to optimize STAR-RIS TRCs by invoking the successive convex approximation (SCA)

technique. Then, for STAR-RIS with massive elements, we develop the low-complexity element-

wise iterative (ELE) algorithm to optimize STAR-RIS TRCs by invoking the bisection method

and exhaustive search method. Our numerical results illustrate that: i) utilization of near-field

beamforming in STAR-RIS aided MIMO communications leads to a substantial improvement in

the achieved weighted sum rate with respect to far-field beamforming; ii) the near-field channels

facilitated by the STAR-RIS provide enhanced degrees-of-freedom and accessibility for the multi-

user MIMO system; and iii) the BCD-PEN algorithm outperforms the BCD-ELE algorithm but

the BCD-ELE algorithm exhibits significantly lower computational complexity.

The remainder of this paper is organized as follows: Section II introduces the system and

channel models. In Section III, the optimization problem is reformulated and then solved by

the developed BCD-PEN algorithm. In Section IV, a low-complexity BCD-ELE algorithm is

proposed to solve the optimization problem when the number of STAR elements is large. Section

V and Section VI present simulation results and conclusions, respectively.

Notations: Lowercase letters, lowercase bold letters, and capital bold letters denote scalars,

vectors, and matrices, respectively. The M ×K dimensional complex matrix space is denoted

by CM×K . The superscripts (·)T, (·)∗, and (·)H represent the operations of transpose, conjugate,

and conjugate transpose, respectively. Symbols Diag (A) and diag (a) represent a vector whose
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elements are extracted from the main diagonal elements of the matrix A and a diagonal matrix

with a on its main diagonal, respectively. Symbol [A]mn is the element on the m-th row and

n-th column of matrix A. The distribution of a circularly symmetric complex Gaussian (CSCG)

random vector with mean vector a and covariance matrix A is denoted as CN (a,A). Operation

⌊a⌋ is the largest integer that is not greater than a, mod(a, b) is the remainder of the Euclidean

division of a by b, and arg(·) means the extraction of phase information. Matrix I is an identity

matrix with appropriate dimensions. Calligraphic letters represent sets, e.g., A.

II. SYSTEM MODEL

In this section, we present the system model for the investigated STAR-RIS aided near-field

multi-user MIMO communication system and formulate the weighted sum rate maximization

problem.

A. System Model

We consider a STAR-RIS aided downlink multi-user MIMO system, where the BS equipped

with an Mb-antenna uniform linear array (ULA) serves K users equipped with M -antenna ULAs.

As depicted in Fig. 1, the BS-user links are blocked by obstacles, which is practical for systems

operating under mmWave/THz bands since high-frequency signals are prone to absorption and

susceptible to blockage. A STAR-RIS is deployed on the user side to create LoS transmission

and reflection links for the blocked users. It is assumed that the uniform planar array (UPA)-

type STAR-RIS contains N = Ny × Nz elements. The users located in the transmission side

and reflection side of the STAR-RIS are referred to as T users and R users, respectively. All

users are collected in set K ∆
= {1, 2, · · · , K}. T users and R users are collected in subsets

Kt
∆
= {1, 2, · · · , K0} and Kr

∆
= K \ Kt.

Let Φi = diag{
√

ρi1e
jθi1 ,
√

ρi2e
jθi2 , · · · ,

√
ρiNe

jθiN},∀i ∈ {t, r} denote the TRC matrix of the

STAR-RIS, where ρtn, ρ
r
n ∈ [0, 1] are the amplitude coefficients for transmission and reflection

and θtn, θ
r
n ∈ [0, 2π) are the corresponding phase shifts introduced by the n-th elements. In

this paper, we consider both energy splitting (ES) and mode switching (MS) protocols for the

STAR-RIS and adopt the corresponding TRCs constraints proposed in [9]. For the ES protocol,

all STAR elements operate in simultaneous transmission and reflection mode (T&R mode). The

set of constraints to the TRCs for the n-th STAR element is given by

CES =

 ρtn, ρ
r
n ρtn, ρ

r
n ∈ [0, 1]; ρtn + ρrn = 1

θtn, θ
r
n θtn, θ

r
n ∈ [0, 2π),∀n ∈ N

 , (1)
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where N ∆
= {1, 2, · · · , N}. For the MS protocol, all STAR elements operate either in full

transmission mode (T mode) or full reflection mode (R mode), and the corresponding set of

constraints is

CMS =

 ρtn, ρ
r
n ρtn, ρ

r
n ∈ {0, 1}; ρtn + ρrn = 1

θtn, θ
r
n θtn, θ

r
n ∈ [0, 2π),∀n ∈ N

 . (2)

user j

user k

BS

STAR-RIS

near-field 

R Region

T Region Rayleigh distance

far-field

kH

jH

spherical wave
planar  wave

spherical wave
planar  wave

G

Fig. 1: STAR-RIS aided near-field MIMO communications.

B. Channel Model

As the STAR-RIS is deployed on the user side, the far-field channel model can be used for

the BS-STAR-RIS link due to the relatively far distance. However, for the STAR-RIS-user link

we use the near-field channel model because the users are located in the vicinity of the STAR-

RIS. In the following, we introduce the far-field channel from the BS to the STAR-RIS and

the near-field channel from the STAR-RIS to user k, which are denoted by G ∈ CN×Mb and

Hk ∈ CM×N , respectively.

1) The far-field channel: For the far-field BS-STAR-RIS channel, we adopt the widely used

geometric channel model with L scatterers

G =

√
βMbN

L

∑L

l=1
eSTAR (φl, ϑl) e

H
BS (γl) , (3)

where L and β denote the number of dominant paths and the path-loss coefficient, respectively.

The array response vector for the UPA-type STAR-RIS is given by

eSTAR (φl, ϑl) =[
1, ejkcdR sinφl sinϑl , · · · , ejkc(Nx−1)dR sinφl sinϑl

]T ⊗
[
1, ejkcdR cosϑl , · · · , ejkc(Ny−1)dR cosϑl

]T
,

(4)
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where kc = 2π/λc and dR = λc denote the wave number and the STAR element spacing,

respectively, λc is the wavelength, φl and ϑl represent the azimuth angle of arrival (AOA) and

the elevation AOA associated with the STAR-RIS, respectively. The array response vector for

the ULA at the BS is given by

eBS (γl) =
[
1, ejkcdB cos γl , · · · , ejkc(Mb−1)dB cos γl

]T
, (5)

where dB = λc/2 is the BS antenna spacing, and γl represents the angle of departure (AOD)

associated with the BS.

Rd

Rd

zN

STAR-RIS

Ud

reference element

reference antenna

yN

k

mnr

spherical  wave

user k

R Region

Fig. 2: The near-field LoS channel.

2) Near-field STAR-RIS-user LoS channel: For the near-field STAR-RIS-user LoS channel,

we consider a three-dimensional (3D) topology, where the Cartesian coordinate of the reference

element of the STAR-RIS and the reference antenna of user k are denoted by (0, yf , zf ) and

(xk, yk, 0), respectively. For simplicity, we assume that user k is located in the R region of the

STAR-RIS.

Fig. 2 shows the assumed setup of the STAR-RIS. The STAR-RIS is in the Y Z-plane and all

the users are in the XY -plane. If the STAR elements are indexed row by row from the bottom

to the top, the Cartesian coordinate of the n-th STAR element, n ∈ N , is given by

pn = [0, iy (n) dR + yf , iz (n) dR + zf ]
T , (6)

where iy (n) = mod (n− 1, Ny) and iz (n) = ⌊(n− 1) /Ny⌋ are the column index and row index

of the n-th element, respectively.
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Furthermore, we assume that the ULAs of all users are parallel to the y-axis. Thus, the

Cartesian coordinate of the m-th antenna of user k, m ∈ M = {1, 2, · · · ,M}, is given by

uk
m = [xk, (m− 1) dU + yz, 0]

T , (7)

where dU = λc/2 is the user antenna spacing.

In the near-field, we assume the EM signals propagate in spherical wavefronts and undergo

free space path-loss. Then, the near-field LoS channel between the n-th STAR element and the

m-th antenna of user k is given by [19, 25]

[Hk]mn = αk
mn exp

(
−j2πrkmn/λc

)
, (8)

where αk
mn = λc

4πrkmn
and rkmn =

∥∥uk
m − pn

∥∥
2

represent the free space path-loss coefficient and

the distance between the m-th antenna of user k and the n-th STAR element, respectively.

The near-field STAR-RIS-user LoS channel contains both the angle and distance information

of users since the term rkmn can be rewritten as follows:

rkmn

(
θ̂k, r̂k

)
=

∥∥∥∥[r̂k cos θ̂k, (m− 1) dU + r̂k sin θ̂k, 0
]T

− pn

∥∥∥∥
2

, (9)

where θ̂k = arctan (yk/xk) and r̂k = rk11 are the angle and distance of user k, respectively. This

allows the STAR-RIS to transmit/reflect the intended signal towards not only a specific angle but

also a specific distance, bringing about accessibility enhancement for multi-user communication

systems.

When the far-field approximation holds, the EM wave is approximately a parallel wave. In

this case, as shown in [18], the phase shifts for elements of the STAR-RIS-user channel are

linear along the user array, the rows and columns of the STAR-RIS, respectively. The path-

loss for elements of the STAR-RIS-user channel is the same. Then, the near-field LoS channel

between the STAR-RIS and the k-th user degenerates into the far-field LoS channel which can

be expressed as
Hfar

k =
√

βkMNeuser (γk) e
H
STAR (φk, ϑk) , (10)

where γk is the AoA associated with the k-th user, φk and ϑk represent the azimuth AoD and

the elevation AoD associated with the STAR-RIS, respectively, γk, φk, and ϑk are decided by

the location of user k with respect to the STAR-RIS, and βk is the path-loss coefficient between

the STAR-RIS and user k. The array response vector for the ULA of users at the azimuth angle
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of γk is similar to that in (5).

In contrast to conventional far-field STAR-RIS-user LoS MIMO channel in (10) being of rank-

one, the near-field STAR-RIS-user LoS MIMO channel in (8) can be represented by a higher

matrix due to the spherical-wave-based propagation model. Specifically, as shown in [26], the

rank of the near-field LoS channel can be approximated with the DoFs of the prolate spheroidal

wave functions, which significantly improves with decreased distance. Thus, the near-field STAR-

RIS-user LoS MIMO channel can bear multiple information streams and provide a noticeable

spatial DoFs improvement for MIMO communication systems.

C. Problem Formulation

The DoFs of the prolate spheroidal wave functions, which greatly increases with increasing

distance, can be used to estimate the DoFs of the near-field LoS channel. The signal sent by the

BS can be expressed as

x =
∑

k∈K
Wksk, (11)

where sk ∈ CM×1 and Wk ∈ CMb×M represent the symbol vector and the beamformer for user

k, respectively. We assume that E
{
sk(sk)

H
}
= I and E

{
sk(sl)

H
}
= 0, for k ̸= l. The received

signal vector at user k, ∀k ∈ Ki, ∀i ∈ {t, r}, is given by

yk = HkΦiGx+ nk = HkΦiGWksk +
∑

l∈K\k
HkΦiGWlsl + nk, (12)

where nk ∈ CM×1 is a noise vector which we assume is normal with distribution CN (0, σ2I).

The achievable data rate of user k, ∀k ∈ Ki, ∀i ∈ {t, r}, is given by

Rk (W,Φ) = log
∣∣I+HkΦiGWkW

H
k G

HΦH
i H

H
k J

−1
k

∣∣ , (13)

where W
∆
= {Wk,∀k ∈ K}, Φ ∆

= {Φt,Φr}, and Jk is the interference-plus-noise covariance

matrix

Jk =
∑

l∈K\k
HkΦiGWlW

H
l G

HΦH
i H

H
k + σ2I. (14)

In this work, we focus on maximizing the weighted sum rate of the users by optimizing the

transmit beamforming matrices W and the TRC matrices Φ subject to the total transmit power

limit of the BS and the transmission-reflection constraint of STAR-RIS. The corresponding
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optimization problem can be formulated as:

max
W,Φ

∑
k∈K

ηkRk (W,Φ) (15a)

s.t. θin, ρ
i
n ∈ CX ,∀i ∈ {t, r} , n ∈ N (15b)∑
k∈K

∥Wk∥2F ≤ P, (15c)

where the constraint (15b) is the TRC constraints for the STAR elements, with X ∈ {ES,MS}

indicating the employed STAR-RIS operating protocol. The constraint (15c) is the power con-

straint of the BS, with P denoting the maximum transmit power of the BS. Here ηk denotes

the access priority for user k. In the following, we solve the non-convex problem (15) using the

BCD method.

We note that when all STAR elements work in R mode and all users are located in the R

region, the optimization problem (15) for STAR-RISs degenerates into the optimization problem

for conventional RISs. Thanks to the generality of the studied problem, the proposed joint beam-

forming algorithm can also serve as a general solution to the weighted sum rate maximization

problem for conventional RIS-aided systems in the near field scenario.

III. PROPOSED BCD-PEN BASED SOLUTIONS

In this section, the BCD-PEN algorithm is proposed to solve (15) under both ES and MS

protocols.

A. Optimization Problem Reformulation

Because of the coupling impact between TRC matrices and transmit beamforming matri-

ces, (15) is challenging to solve. In this section, we capitalise on the connection between data rate

and mean-square error (MSE) of the optimal combining matrix to reformulate the optimization

problem. Assuming the receivers adopt linear combining matrices, the estimated signal vector

of the user k ∈ K is given by

s̃k = UH
k yk, (16)

where Uk ∈ CM×M is the combining matrix for the user k.

Then, the MSE matrix of the user k ∈ K is given by

EMSE
k =E{(s̃k − sk) (s̃k − sk)

H}

=
(
UH

k H̄kWk − I
) (

UH
k H̄kWk − I

)H
+UH

k H̄kWk̄W
H
k̄ H̄

H
kUk + σ2UH

kUk,
(17)
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where H̄k ∈ CM×Mb = HkΦiG stands for the aggregation channel from the BS to the user

k,∀k ∈ Ki, ∀i ∈ {t, r}.

We use the weighted minimum mean square error (WMMSE) method to convert (15a) into a

more tractable form. (15) can be reformulated as follows [27]:

min
Z,U,W,Φ

∑
k∈K

ηkfk (Z,U,W,Φ) (18a)

s.t. (15b), (15c), (18b)

where Z = {Zk ⪰ 0,∀k ∈ K} and U = {Uk,∀k ∈ K} denote the set of auxiliary matrices and

the set of combining matrices, respectively. The function fk (Z,U,W,Φ), ∀k ∈ K, is given by

fk (Z,U,W,Φ) = log |Zk| − Tr
(
ZkE

MSE
k

)
+M. (19)

B. Proposed BCD algorithm for joint beamforming

The objective function of the reformulated optimization problem is more tractable since it is

concave with respect to U, Z, and W for given TRC matrices Φ. In the following, we solve (18)

iteratively using the BCD method. To elaborate, the optimization variables are divided into four

blocks, i.e., U, Z, W, and Φ. In each iteration, we optimize the variables in one block while

the other blocks remain constant.

1) Subproblem with respect to U: Given Z, W and Φ, the optimal U in (18) can be obtained

by solving ∂fk/∂Uk = 0, for ∀k ∈ K. The solution is

Uopt
k =

(
Jk + H̄kWkW

H
k H̄

H
k

)−1
H̄kWk. (20)

2) Subproblem with respect to Z: Similarly, given U, W and Φ, the optimal Z in (18) is

obtained by solving ∂fk/∂Zk = 0, for ∀k ∈ K, which leads to

Zopt
k =

(
Eopt

k

)−1
, (21)

where Eopt
k is obtained by inserting Uopt

k into (17).

Substituting (20) and (21) into (19), the objective function of (18) can be rewritten as

fk (Z
opt,Uopt,W,Φ) = log

∥∥∥(Eopt
k

)−1
∥∥∥ (a)
= log

∥∥I+WH
k H̄

H
k J

−1
k H̄kWk

∥∥
= log

∥∥I+ H̄kWkW
H
k H̄

H
k J

−1
k

∥∥ = Rk (W,Φ) ,

(22)
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where equality (a) comes from the Woodbury matrix identity. This confirms that (15) and (18)

are equivalent with respect to solutions of W and Φ.

3) Subproblem with respect to W: Given Z, U and Φ, the weighted MSE minimization

problem (18) can be transformed into the active beamforming problem as

min
W

∑
k∈K

g (W) (23a)

s.t. (15c), (23b)

where the objective function of (23) is given by

g (W) =
∑

k∈K
Tr
(
WH

k AWk

)
−
∑

k∈K
2Tr (ℜ (BkWk)) , (24)

wherein A and Bk are denoted by A =
∑

l∈K ηlH̄
H
l UlZlU

H
l H̄l and Bk = ηkZkU

H
k H̄k, re-

spectively. (23) is a quadratically constrained quadratic program problem and can be solved by

CVX [28]. Using the Lagrangian dual decomposition method [29], the closed form solution

of (23) can be obtained with reduced complexity.

4) Subproblem with respect to Φ: Finally, for given Z, U and W, substitute EMES
k into (19).

Then the TRC matrices optimization problem is formulated as

min
Φ

∑
k∈K

gk (Φ) (25a)

s.t. (15b), (25b)

where the objective function (25) is given by

gk (Φ) = Tr
(
ΦH

i CkΦiD− 2ℜ (EkΦi)
)
,∀k ∈ Ki,∀i ∈ {t, r}, (26)

wherein Ck, D, and Ek are denoted by Ck = ηkH
H
kUkZkU

H
kHk, D = G

(∑
l∈K WlW

H
l

)
GH,

and Ek = ηkGWkZkU
H
kHk,∀k ∈ K, respectively. (25) is non-convex due to the non-convex

TRC constraints. We propose the PEN algorithm to solve this problem for STAR-RISs under

both ES and MS protocols.

C. Penalty-Based TRC Matrices Design Algorithm for ES and MS

Using the matrix identities, ∀k ∈ Ki,∀i ∈ {t, r},

Tr
(
ΦH

i CkΦiD
)
= vH

i Fkvi, Tr (ΦiEk) = eTk vi, (27)
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where vi = Diag (Φi) = [vi1, v
i
2, · · · , viN ]

T
, ∀i ∈ {t, r} is the STAR-RIS TRC vector, Fk =(

Ck ⊙DT
)

and, ek = Diag (Ek), the objective function of (25) can be reformulated as∑
i∈{t,r}

(
vH
i

∑
k∈Ki

Fkvi − 2ℜ
(∑

k∈Ki

eTk vi

))
=
∑

i∈{t,r}

(
vH
i Fivi − 2ℜ

(
eTi vi

))
, (28)

where v
∆
= {vt,vr}, Fi =

∑
k∈Ki

Fk and ei =
∑

k∈Ki
ek, ∀i ∈ {t, r}.

To facilitate the design, we define the augmented TRC vector v̄i =
[
vT
i

√
ti
]T

,∀i ∈ {t, r},

where {tt, tr} ∈ R are auxiliary variables. Moreover, we define Vi = v̄iv̄
H
i ,∀i ∈ {t, r}, which

satisfies Vi ⪰ 0, Rank{V}i = 1, and Diag{Vi} = ρi, where ρi = [ρi1, ρ
i
2, · · · , ρiN , ti]

T. We

rewrite the quadratic term vH
i Fivi − 2ℜ{eTi vi} as follows:

vH
i Fivi − 2ℜ{eTi vi} = Tr

(
ViF̄i

)
,∀i ∈ {t, r}, (29)

where

F̄i =

 Fi −e∗i

−eTi 0

 , ∀i ∈ {t, r}. (30)

Then, (25) can be equivalently written as

min
V,ρ

∑
∀i∈{t,r}

Tr
(
ViF̄i

)
(31a)

s.t. Rank{Vi} = 1,∀i ∈ {t, r}, (31b)

Diag{Vi} = ρi, ∀i ∈ {t, r}, (31c)

Vi ⪰ 0,∀i ∈ {t, r}, (31d)

ρtn, ρ
r
n ∈ [0, 1], ρtn + ρrn = 1,∀n ∈ N , (31e)

ti = 1,∀i ∈ {t, r}, (31f)

ρtn, ρ
r
n ∈ {0, 1}, ∀n ∈ N , (31g)

where V
∆
= {Vt,Vr} and ρ

∆
= {ρt,ρr} are the sets of optimization variables for (31). We note

that constraints (31b)-(31f) are the TRC constraints for ES while constraint (31g) is only present

for MS. Both the rank-one constraint (31b) and the binary constraint (31g) are non-convex.

1) Penalty-based algorithm for ES: To tackle the rank-one constraint (31b), we rewrite it as

following:

∥Vi∥∗ − ∥Vi∥2 = 0,∀i ∈ {t, r}, (32)
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where ∥Vi∥∗ and ∥Vi∥2 denote the nuclear norm and the spectral norm of Vi, respectively. Note

that for any Vi ∈ HN+1 and Vi ⪰ 0, the equality constraint in (32) is met if and only if the

constraint (31b) is met.

Next, we obtain the following optimization problem by exploiting the penalty method [30]

and incorporating the reformulated rank-one constraint (32) into the objective function

min
V,ρ

∑
∀i∈{t,r}

(
Tr
(
ViF̄i

)
+ µ (∥Vi∥∗ − ∥Vi∥2)

)
(33a)

s.t. (31c)-(31f), (33b)

where µ > 0 denotes the penalty factor. (33) is non-convex since its objective function is non-

convex.

Theorem 1. Let Vq ∆
= {Vq

t ,V
q
r} denote the optimal solution of (33) with penalty factor µq.

When µq is sufficiently large, every limit point V ∆
= {Vt,Vr} of the sequence {Vq} is an optimal

solution of (31).

Proof. See Appendix A.

Then, we adopt the SCA technique to solve (33) iteratively with the first-order Taylor expan-

sion [31]. For any feasible point V(n) ∆
= {V(n)

t ,V
(n)
r } in the n-th SCA iteration, a convex upper

bound of the term ∥Vi∥∗ − ∥Vi∥2 is given by

fSCA

(
Vi,V

(n)
i

)
= ∥Vi∥∗ − ∥V(n)

i ∥2 − d(n)
max

H
(
Vi −V

(n)
i

)
d(n)

max

≥ ∥Vi∥∗ − ∥Vi∥2 ,∀i ∈ {t, r},
(34)

where d
(n)
max denotes the eigenvector associated with the largest eigenvalue of V(n)

k . For the n-th

SCA iteration, a convex semidefinite program (SDP) problem can be obtained by substituting (34)

into (33)

min
V,ρ

∑
∀i∈{t,r}

Tr
(
ViF̄i

)
+ µ

∑
∀i∈{t,r}

fSCA

(
Vi,V

(n)
i

)
(35a)

s.t. (31c)-(31f). (35b)

The propose PEN algorithm for ES is summarized in Algorithm 1. In the inner loop, V

is optimized by iteratively solving the SCA approximation (35) for the given penalty factor µ.

Note that the function value of (33) is upper bounded by the minimum of (35) and the objective
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function value of (35) is non-increasing in each iteration of the inner loop. The inner loop

iteration is guaranteed to converge to a stationary point of (33) with the corresponding µ [31].

In the outer loop, the penalty factor µ gradually increases as in Step 11 with ϖ ≫ 1 untill the

rank-one constraint violation, i.e., max {∥Vk∥∗ − ∥Vk∥2 ,∀k ∈ {t, r}}, is less than ϵp. According

to Theorem 1, the optimal solution of (33) with sufficiently large µ is also the optimal solution

of (31). Furthermore, by discarding auxiliary variables, the solution of (25) can be obtained.

The main complexity of Algorithm 1 is caused by solving the SDP problem (35) in the

inner loop in Step 6, whose computational complexity is approximately O (N3) if the interior

point method is employed [32]. Thus, the computational complexity of Algorithm 1 is given by

O (IoutIinN
3), where Iout and Iin are the numbers of iterations for the outer loop and the inner

loop, respectively.

Algorithm 1 Proposed PEN Algorithm for ES

1: Input: F̄i,∀{t, r}.
2: Initialize feasible point V(n) with n = 0, the penalty factor µ.
3: repeat: outer loop
4: Set inner loop index n = 0.
5: repeat: inner loop
6: Get an intermediate solution by solving (35) for given V(n).
7: Update V(n+1) with the intermediate solution and set n = n+ 1.
8: until the fractional decrease of (35a) is less than threshold ϵSCA.
9: Get the solution of (33) with penalty factor µ.

10: Update V(0) with current solution V(n).
11: Update the penalty factor as µ = ωµ.
12: until the constraint violation is less than threshold ϵp > 0.

2) Extended penalty-based algorithm for MS: Compared with the STAR-RIS under the ES

protocol, the optimization problem (31) for the STAR-RIS under the MS protocol involves an

additional binary constraint (31g). We now focus on dealing with this binary constraint; other

constraints are handled similarly to the ES case.

First, we relax the binary constraint (31g) as follows:

ρin −
(
ρin
)2 ≥ 0,∀i ∈ {t, r}, n ∈ N , (36)

which always holds for ρin ∈ [0, 1]. Equality holds only if ρin ∈ {0, 1}. This constraint is handled

by exploiting the penalty method similar to constraint (31b) leading to the following optimization
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problem by incorporating the reformulated constraints (32) and (36) into the objective function

min
V,ρ

∑
∀i∈{t,r}

Tr
(
ViF̄i

)
+ µ

∑
∀i∈{t,r}

(∥Vi∥∗ − ∥Vi∥2) + χ
∑

∀i∈{t,r}

∑
∀n∈N

(
ρin −

(
ρin
)2) (37a)

s.t. (31c)-(31f). (37b)

Here χ > 0 denotes the penalty factor. (37) is non-convex since its objective function is non-

convex.

We adopt the SCA technique to solve (37) iteratively with the first-order Taylor expansion.

For any feasible point
{
ρtn

(n)
, ρrn

(n)
}

in the n-th SCA iteration, a convex upper bound of the

term ρin − (ρin)
2 is

gSCA

(
ρin, ρ

i
n

(n)
)
=
(
1− 2ρin

(n)
)
ρin +

(
ρin

(n)
)2

≥ ρin −
(
ρin
)2

,∀i ∈ {t, r},∀n ∈ N . (38)

For the n-th SCA iteration, a convex SDP problem can be obtained by substituting (34) and (38)

into (37)

min
V,ρ

∑
∀i∈{t,r}

Tr
(
ViF̄i

)
+ µ

∑
∀i∈{t,r}

fSCA

(
Vi,V

(n)
i

)
+ χ

∑
∀i∈{t,r}

∑
∀n∈N

gSCA

(
ρin, ρ

i
n

(n)
)

(39a)

s.t. (31c)-(31f). (39b)

The proposed PEN algorithm for MS is summarized in Algorithm 2. Both the convergence

analysis and the computational complexity analysis are similar to that of Algorithm 1.

Algorithm 2 Proposed PEN Algorithm for MS

1: Input: F̄i,∀{t, r}.
2: Initialize feasible points V(n) and ρ(n) with n = 0, the penalty factor µ and χ.
3: repeat: outer loop
4: Set inner loop index n = 0 .
5: repeat: inner loop
6: Get an intermediate solution by solving (39) for given V(n) and ρ(n).
7: Update V(n+1) and ρ(n+1) with the intermediate solution and set n = n+ 1.
8: until the fractional decrease of (39a) is less than threshold ϵSCA.
9: Get the solution of (37) with penalty factor µ and χ.

10: Update V(0) and ρ(0) with current solution V(n) and ρ(n).
11: µ = ωµ, χ = ϖχ.
12: until the constraint violation is less than threshold ϵp > 0.
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D. The Overall Algorithm to Solve (18)

The proposed algorithm for solving (18) with the STAR-RIS under the ES and MS protocol

is summarized in Algorithm 3. The objective function value of (18) is non-decreasing in each

iteration of Algorithm 3. Besides, the objective function value of (18) is upper bounded since

the transmit power is limited. Hence, Algorithm 3 is guaranteed to converge to a stationary

point of (18). The main complexity of Algorithm 3 comes from solving (23) and (31) with

Algorithm 1 or Algorithm 2. The complexity for solving (23) using the Lagrangian multiplier

method in [29] is given by O (KM3
b ). Thus, the computational complexity of Algorithm 3 is

given by O (IBCD (KM3
b + IoutIinN

3)), where IBCD is the number of BCD iterations.

Algorithm 3 Proposed BCD-PEN Algorithm
1: Initialize feasible Φ and W that satisfy (15b) and (15c), respectively.
2: repeat:
3: Given W and Φ, update the combining matrices U using (20).
4: Given W, Φ and U, update the auxiliary matrices Z using (21).
5: Given Φ, U and Z, update the transmit beamforming matrices W by solving (23).
6: if the STAR-RIS works under the ES protocol then
7: Given W, U and Z, update the TRC matrices Φ by solving (31) with Algorithm 1.
8: else if the STAR-RIS works under the MS protocol then
9: Given W, U and Z, update the TRC matrices Φ by solving (31) with Algorithm 2.

10: end if
11: until the fractional increase of (18a) is less than the threshold ϵBCD.

IV. LOW COMPLEXITY BCD-ELE BASED SOLUTIONS

The optimization of TRCs constitutes a primary source of computational complexity in the

BCD-PEN algorithm. In near-field communications, the number of STAR elements is large, e.g.,

several hundreds of or even thousands of elements. The PEN algorithm becomes impractical to

implement due to the extremely high computational complexity. To address this problem, the

low-complexity ELE algorithm is proposed to solve (25) in this section. Specifically, the TRCs

of each STAR element are optimized in turn with the other N − 1 elements are fixed.

Define f i
qj as the element in the q-th row and the j-th column of matrix Fi ∈ CN×N and let

ein and vin denote the n-th element of the vector ei ∈ CN×1 and vi ∈ CN×1, respectively. Recall

that vi = diag (Φi). The term eTi vi, ∀i ∈ {t, r} in (28) can be written as

eTi vi =
[
ei1, e

i
2, · · · , eiN

] [
vi1, v

i
2, · · · , viN

]T
= einv

i
n +

∑N

j ̸=n
eijv

i
j, (40)
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and vH
i Fivi,∀i ∈ {t, r} in (28) can be written as

vH
i Fivi =

[
(vi1)

∗(vi2)
∗ · · · (viN)∗

]


f i
1,1 f i

1,2 · · · f i
1,N

f i
2,1 f i

2,2 · · · f i
2,N

...
... . . . ...

f i
N,1 f i

N,2 · · · f i
N,N





vi1

vi2

...

viN


=
∣∣vin∣∣2 f i

n,n + 2ℜ

(
N∑

q ̸=n

(viq)
∗f i

q,nv
i
n

)
+

N∑
q ̸=n

N∑
j ̸=n

(viq)
∗f i

q,jv
i
j.

(41)

Substituting (40) and (41) into (28),
∑

k∈Ki
gk (v) can be expressed as

∑
k∈Ki

gk (v) =
∣∣vin∣∣2 f i

n,n + 2ℜ

(
N∑

q ̸=n

(viq)
∗f i

q,nv
i
n − einv

i
n

)

+
N∑

q ̸=n

N∑
j ̸=n

(viq)
∗f i

q,jv
i
j − 2ℜ

(
N∑

j ̸=n

eijv
i
j

)
=
∣∣vin∣∣2Ai

n + 2ℜ
(
Bi

nv
i
n

)
+ Ci

n,

(42)

where

Ai
n = f i

n,n, Bi
n =

N∑
q ̸=n

(viq)
∗f i

q,n − ein, Ci
n =

N∑
q ̸=n

N∑
j ̸=n

(viq)
∗f i

q,jv
i
j − 2ℜ

(
N∑

j ̸=n

eijv
i
j

)
. (43)

For given TRCs of N − 1 STAR elements, the design of the n-th transmission and reflection

coefficients in (25), i.e., vin =
√

ρine
jθin ,∀n ∈ N ,∀i ∈ {t, r}, can be formulated as the following

problem

min
vtn,v

r
n

∑
∀i∈{t,r}

∣∣vin∣∣2Ai
n + 2ℜ

(
Bi

nv
i
n

)
(44a)

s.t. θin, ρ
i
n ∈ CX ,∀i ∈ {t, r} . (44b)

First, we focus on the optimization of phases of the n-th STAR element, leading to the

following optimization problem

min
θtn,θ

r
n

∑
∀i∈{t,r}

ℜ
(
B̄i

ne
jθin

)
(45a)

s.t. θin ∈ [0, 2π),∀i ∈ {t, r}, (45b)

where B̄i
n =

√
ρinB

i
n. Then, the optimal phases of the n-th STAR element, i.e., θin, ∀i ∈ {t, r}
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are given by

θin =

 π − ∠Bi
n, B

i
n ∈ [0, π)

3π − ∠Bi
n, B

i
n ∈ [π, 2π)

. (46)

Substituting (46) into (44), the optimization problem for the amplitudes of the n-th STAR

element are given by

min
ρtn,ρ

r
n

∑
∀i∈{t,r}

ρinA
i
n − 2

√
ρin
∣∣Bi

n

∣∣ (47a)

s.t. ρtn + ρrn = 1, (47b)

ρtn, ρ
r
n ∈ {0, 1}, (47c)

where the constraint (47c) is only present when the STAR-RIS works under the MS protocol.

A. Element-wise Iterative Algorithm for ES

In the following, we first solve (47) for the STAR-RIS under the ES protocol, when con-

straint (47c) is absent. Using ρrn = 1 − ρtn, (47) can be reformulated as an unconstrained

optimization problem

min
ρtn

(
At

n − Ar
n

)
ρtn − 2

√
ρtn
∣∣Bt

n

∣∣− 2
√

1− ρtn |Br
n| . (48a)

It can be easily verified that (48) is convex with respect to ρtn. Then, the solution to (48) (as

well as the solution to (47)) can be obtained by solving dfn/dρ
t
n = 0, where fn (ρ

t
n) denotes

the objective function of (48). The derivative of the objective function can be expressed as

f ′
n

(
ρtn
)
=
(
At

n − Ar
n

)
−
∣∣Bt

n

∣∣ 1√
ρtn

+ |Br
n|

1√
1− ρtn

. (49)

Note that f ′
n (ρ

t
n) is a monotonically increasing function for ρtn and satisfies

lim
ρtn→0+

f ′
n

(
ρtn
)
→ −∞, lim

ρtn→1−
f ′
n

(
ρtn
)
→ ∞. (50)

The solution of dfn/dρ
t
n = 0, i.e., the optimal solution of (47), can be efficiently obtained by

using the bisection search algorithm, which is summarized in Algorithm 4. The number of

iterations for Algorithm 4 to converge is given by log2
(
1
ϵ

)
, where ϵ is the convergence threshold

of Algorithm 4. The computational complexity for updating TRCs for the STAR-RIS linearly

increases with the number of STAR elements, i.e., N . Finally, we have the following proposition:
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Proposition 1. When the STAR-RIS works under the ES protocol, the optimal solution of (44)

is given by

θin =

 π − ∠Bi
n, B

i
n ∈ [0, π)

3π − ∠Bi
n, B

i
n ∈ [π, 2π)

,

 ρtn = (ρtn)
opt

ρrn = 1− ρtn

, (51)

where (ρtn)
opt is the solution of (47) obtained by Algorithm 4.

Algorithm 4 Bisection Search Algorithm for (48)

1: Initialize feasible ϵ > 0, the bounds ρl = 0 and ρu = 1 of ρ.
2: repeat:
3: Let ρ =

(
ρl + ρu

)
/2, calculate f ′

n (ρ) according to (49).
4: if f ′

n (ρ) > 0
5: Set ρu = ρ.
6: else
7: Set ρl = ρ.
8: end if
9: until

∣∣ρl − ρu
∣∣ < ϵ.

10: ρtn = ρ.

B. Extended Element-wise Iterative Algorithm for MS

When the STAR-RIS works under the MS protocol, the (47) can be solved by exhaustive

search algorithm. The optimal amplitudes of the n-th STAR element, i.e., ρin,∀i ∈ {t, r} are

given by  (ρtn, ρ
t
n) = (0, 1) , when Ar

n − At
n − 2 (|Br

n| − |Bt
n|) > 0

(ρtn, ρ
t
n) = (1, 0) , when Ar

n − At
n − 2 (|Br

n| − |Bt
n|) ≤ 0

. (52)

Similar to the ES case, the computational complexity for updating TRCs for the STAR-RIS

linearly increases with the number of STAR elements. Combining (46) and (52), we have the

following proposition:

Proposition 2. When the STAR-RIS works under the MS protocol, the optimal solution of (44)

is given by

θin =

 π − ∠Bi
n, B

i
n ∈ [0, π)

3π − ∠Bi
n, B

i
n ∈ [π, 2π)

,

 ρtn = u (Ar
n − At

n − 2 (|Br
n| − |Bt

n|))

ρrn = 1− ρtn

, (53)

where u (·) is the Heaviside function.
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C. The Overall Algorithm to Solve (18)

Algorithm 5 Proposed Low-Complexity BCD-ELE Algorithm
1: Initialize feasible Φ and W that satisfy (15b) and (15c), respectively.
2: repeat:
3: Given W and Φ, update the combining matrices U using (20).
4: Given W, Φ and U, update the auxiliary matrices Z using (21).
5: Given Φ, U and Z, update the transmit beamforming matrices W by solving (23).
6: for n ∈ N :
7: if the STAR-RIS works under the ES protocol then
8: Given W, U, Z and TRCs for other N−1 STAR elements, update vtn and vrn using (51).
9: else if the STAR-RIS works under the MS protocol then

10: Given W, U, Z and TRCs for other N−1 STAR elements, update vtn and vrn using (53).
11: end if
12: end for
13: until the fractional increase of (18a) is less than the threshold ϵBCD.

The proposed low-complexity BCD-ELE algorithm for solving (18) is summarized in Algo-

rithm 5. Since the objective function of (44) is minimized in each iteration, both Proposition

1 and Proposition 2 can guarantee to yield a monotonically decreasing objective function value

of (18) compared to the previous TRC solution. Thus, the objective function value of (18) is non-

decreasing in each iteration of Algorithm 5. Additionally, since power is limited, the objective

function value of (18) has an upper bound. Hence, Algorithm 5 is guaranteed to converge

to a stationary point of (18). The main complexity for the Algorithm 5 comes from solving

the (23) and updating the TRC matrices, at the computational complexity level of O (KM3
b )

and O (N), respectively. Summarizing all above, the aggregated complexity of Algorithm 5

can be expressed as O (IBCD (KM3
b +N)), where IBCD is the number of iterations needed

by Algorithm 5. Compared to the BCD-PEN algorithm with a computational complexity of

O (IBCD (KM3
b + IoutIinN

3)), the BCD-ELE algorithm has a significantly lower computational

complexity, which will be further verified in the next section.

V. NUMERICAL RESULTS

In this section, numerical results are provided to verify the performance improvement brought

by the STAR-RIS as well as the near-field beamforming in MIMO communication systems.
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A. Simulation Setup

As shown in Fig. 3, the BS and the STAR-RIS are deployed at (0, 0, 0) m and (0, 50, 0)

m, respectively. All users lie on the circles surrounding the STAR-RIS with a radius of d1t =

d1r = 2 m or with a radius of d2t = d2r = 4 m. The angles of the BS-STAR channel paths are

randomly generated following the uniform distribution. Channel path-loss coefficient is modeled

as β = C0

(
d
D0

)−α

, where C0 = −30 dB is the path loss at reference distance D0 = 1 m. d

denotes the distances between the BS and the STAR-RIS. α = 2.2 denotes path loss exponent of

the BS-STAR-RIS channel. Other system parameters are set as follows: fc = 10 GHz, λc = 0.03

m, L = 16, σ2 = −110 dBm, Mb = 16, M = 4, K = 4 with Kt = {1, 2} and Kr = {3, 4},

weighting factors ηk = 1,∀k. The Rayleigh distance of a UPA-type STAR-RIS with 40 = 5× 8

elements operating at 10 GHz is about 5 m. This indicates that all users lie in the near-field of

the STAR-RIS.

Besides, the main adopted simulation parameters for the optimization algorithms are given in

Table I.

TABLE I: Simulation Parameters for the Optimization Algorithms

µ, χ Penalty factors for Algorithms 1 and 2 10−4 ω, ϖ Scaling factors for Algorithms 1 and 2 10
ϵSCA Coverage tolerance for SCA 10−2 ϵBCD Coverage tolerance for BCD 10−3

nin, nout Maximum inner/outer iterations 30 ϵp Coverage tolerance for Algorithms 1 and 2 10−5

B. Baseline Schemes and User Setups

1) Conventional RIS: Instead of using the STAR-RIS, baseline 1 utilizes a conventional

reflecting-only RIS and a transmitting-only RIS, both possessing N/2 elements. The opti-

mization problem resulting from this configuration can be resolved by Algorithm 3 and 5

with given ρt =
[
11×N/2 01×N/2

]
and ρr =

[
01×N/2 11×N/2

]
.

2) Uniform energy splitting STAR-RIS: All the elements of the ES STAR-RIS utilize

equal amplitude coefficients for transmission and reflection, respectively. The optimization

problem resulting from this configuration can be resolved by Algorithm 3 and 5 with given

ρt = ρr =
1
2
11×N .

3) Far-field LoS channel-based beamforming: To confirm the benefits brought by the near-

field beamforming, this baseline scheme adopts the far-field LoS channel model in (10) to

represent the STAR-user channels. We set βk =
(
αk
1,1

)2 to guarantee the fair comparison



23

between the beamforming under far-field channel and near-field channel. The optimization

problem resulting from this configuration can be resolved by Algorithm 3 and 5.
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(a) Random user setup.
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(b) Inline user setup.

Fig. 3: Two user setups.

To demonstrate the DoFs enhancement and the accessibility improvement brought by the

near-field beamforming, we consider two user setups in simulations:

1) Random user setup: In this user setup, users in the same region line in different angles

with respect to the STAR-RIS, as shown in Fig. 3(a).

2) Inline user setup: In this user set up, all users in the same region line in the same angle

with respect to the STAR-RIS, as shown in Fig. 3(b).

Under the inline user setup, existing works on far-field STAR-RIS aided communications

suffer from significant sum rate degradation due to severe inter-user interference [33–35]. This

is because the parallel-wave-based far-field channel only relies on the angle information thus

the channels of users in similar angle are highly correlated. The BS is unable to achieve

effective inter-user interference management. In contrast, the spherical-wave-based near-field

channel contains not only the angle information but also the distance information. The extra

distance information helps the BS to focusing signal on intended users and mitigate inter-user

interference.

C. Convergence Behavior of BCD Algorithm

We first study the convergence behaviour of the proposed BCD-PEN algorithm and the

proposed BCD-ELE algorithm. In Fig. 4, we show the convergence speed and the achievable

weighted sum rate of the proposed algorithms when N = 40. The overall complexity and running
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Fig. 4: Convergence behavior of the proposed algorithms.
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Fig. 5: Weighted sum rate of users versus the transmit
power of the BS.

time for each iteration of the proposed algorithms are provided in Table II. All simulations are

carried on the same computer with a 2.20GHz Intel(R) Core(TM) i7-8750H CPU and 16GB

RAM. For both ES and MS protocols, the proposed algorithms converge within 130 iterations.

We can observe from Fig. 4 that using the ES protocol leads to a slightly slower convergence

speed than the MS protocol for both the BCD-PEN and BCD-ELE algorithms. This is due to

the fact that more DoFs are involved when the STAR-RIS works under the ES protocol, and

more iterations are required for convergence. Moreover, the BCD-ELE algorithm takes more

iterations to converge than the BCD-PEN algorithm under both ES and MS protocols. The reason

behind this is the BCD-PEN algorithm updates the configuration of the STAR-RIS as a whole in

each iteration while the BCD-ELE algorithm updates the configuration of the STAR-RIS in an

element-wise manner in each iteration. Therefore, the BCD-ELE algorithm in general requires

more iterations to converge than the BCD-PEN algorithm. Nevertheless, it is worth mentioning

that the BCD-ELE algorithm is still more efficient than the BCD-PEN algorithm. The reason

behind this is that the PEN algorithm used in every iteration of the BCD-PEN algorithm has a

significantly larger computation complexity than the ELE algorithm used in every iteration of

the BCD-ELE algorithm. From Table II, we can observe that each iteration of the BCD-ELE

algorithm requires much less running time than the BCD-PEN algorithm. This is consistent with

the complexity analysis of the proposed algorithms.
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TABLE II: Complexity and Running Time Comparison for each Iteration of Proposed Algorithms

Algorithm Complexity per iteration Running time per iteration
the BCD-PEN algorithm for ES O

(
KM3

b + IoutIinN
3
)

91.5511 second
the BCD-PEN algorithm for MS O

(
KM3

b + IoutIinN
3
)

89.3249 second
the BCD-ELE algorithm for ES O

(
KM3

b +N
)

0.0402 second
the BCD-ELE algorithm for MS O

(
KM3

b +N
)

0.0457 second

D. Weighted Sum Rate Versus the Transmit Power

In Fig. 5, we investigate the achieved weighed sum rate versus the transmit power. We set

N = 40 and adopt the random user setup in the simulation. As we can see from the figure, the

weighted sum rate for all schemes and protocols increases as the BS transmit power increases.

This is expected since more power budget at the BS allow the users receive stronger signals. It can

be observed that regardless the adopted operating protocol, the STAR-RIS always outperform

conventional RIS baseline. Moreover, Fig. 5 also reveals that the low complexity BCD-ELE

algorithm achieves almost the same performance as the BCD-PEN algorithm. However, compared

with BCD-PEN algorithm, the computation complexity of the BCD-ELE algorithm increases

linearly with the number of STAR elements N , which makes it more appealing in near-field

communication where the STAR-RIS array is large.
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(a) Weighted sum rate of users versus the transmit power of
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Fig. 6: Weighted sum rate of users versus the transmit power of the BS.

E. Impact of the Near-field Beamforming

In Fig. 6, we investigate the impact of the near-field beamforming under both the random

user setup and the inline user setup. The results of Fig 6(a) is generated with the BCD-PEN
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algorithm. The results of Fig 6(b) is generated with the BCD-ELE algorithm due to the large

STAR elements number. As can be seen from Fig. 6(a) and Fig. 6(b), ES outperforms MS for

all schemes and user location setups, which is consistent with Fig. 5. For the same beamforming

scheme (far-field or near-field beamforming), it can be observed from Fig. 6(a) and Fig. 6(b)

that the random user setup always outperforms the inline user setup. This is expected since the

inline user setup will lead to high inter-user interference which inevitably leads to sum rate

degradation.

For the same user setup (random or inline user setup), it can be observed from both Fig. 6(a)

and Fig. 6(b) that the near-field beamforming always provides higher capacity than the far-field

beamforming. Specifically, under the random user setup, the capacity gain mainly comes from the

DoFs enhancement of near-field channel, i.e., the near-field LoS channels have higher rank and

can carry more data streams to the multi-antenna users. Under the inline user setup, the capacity

gain comes from both the DoFs enhancement and the accessibility improvement of the near-

field channel, i.e., except for the gain brought by the high rank near-field LoS channels, the user

distance information carried by the near-field channel is leveraged by the joint beamforming

algorithm to mitigate the severe inter-user interference. What’s more, compare Fig. 6(a) and

Fig. 6(b), we can confirm the DoFs and accessibility gain is more pronounced with a larger

STAR-RIS array where the near-field effects are more evident.

F. Weighted Sum Rate Versus the number of STAR Elements
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Fig. 7: Weighted sum rate of users versus the STAR elements number N under different user setups with P = 10
dBm.
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As can be seen from Fig. 7, the weighted sum rate of users under all schemes and user

setups increases as the STAR elements number N increases. This is expected since larger N

enable a higher transmission/reflection beamforming gain. For the near-field beamforming, not

only the angle information but also the distance information of users is used to help the BS

and the STAR-RIS to focusing signal on intended users and mitigate inter-user interference,

thus the performance gap between the inline user setup and the random user setup is smaller

than that in the far-field beamforming scheme. For the far-field beamforming, especially under

inline user setup, the improvement in the weighted sum rate for users brought by the increasing

STAR elements number is insignificant. This is because increasing N leads to both higher

intended signals and inter-user interference under far-field beamforming, resulting in a limited

improvement in the user signal-to-interference-plus-noise ratio (SINR). This limitation causes

the performance gap between the far-field beamforming scheme and the near-field beamforming

scheme to become more pronounced as N increases.

VI. CONCLUSION

A STAR-RIS aided near-field MIMO communication framework was proposed. A weighted

sum rate maximization problem for the joint optimization of the active beamforming at the

BS and the TRCs at the STAR-RIS was formulated. The resulting non-convex problem was

first reformulated into an equivalent problem using the WMMSE method. Then, the equivalent

problem was solved by the developed BCD-based algorithm. In particular, under given STAR-RIS

TRCs, the optimal active beamforming matrices were obtained by solving a convex quadratically

constrained quadratic program problem. Under given active beamforming matrices, the PEN

algorithm and the ELE algorithm were conceived for optimizing the STAR-RIS TRCs. Numerical

results confirmed that i) the near-field beamforming could significantly enhance the weighted sum

rate for STAR-RIS aided multi-user MIMO systems; and ii) the near-field channels facilitated by

the STAR-RIS provide enhanced DoFs and accessibility for the multiuser MIMO system; and

iii) the BCD-PEN algorithm achieves better performance than the BCD-ELE algorithm, while

the latter has a significantly lower computational complexity.

APPENDIX A: PROOF OF THEOREM 1

Let ĝ (V) and V† ∆
= {V†

t ,V
†
r} denote the objective function and the optimal solution of (31),

respectively. For any feasible V, we have
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ĝ (V) ≥ ĝ
(
V†) . (A.1)

Let ġ (V;µq) and Vq ∆
= {Vq

t ,V
q
r} denote the objective function of (33) and the optimal

solution of (33) with penalty factor µq, respectively. Then, we have

ĝ (Vq) + µq
∑

k∈t,r

(
∥Vq

k∥∗ − ∥Vq
k∥2
)
= ġ (Vq;µq)

≤ ĝ
(
V†)+ µq

∑
k∈t,r

(∥∥∥V†
k

∥∥∥
∗
−
∥∥∥V†

k

∥∥∥
2

)
= ġ

(
V†;µq

) (a)
= ĝ

(
V†) , (A.2)

where (a) comes from the fact that
∥∥∥V†

k

∥∥∥
∗
−
∥∥∥V†

k

∥∥∥
2
= 0, ∀k ∈ {t, r} since the the optimal

solution of (31) must satisfy the constraint (31b).

Since the penalty factor µq > 0, ∀q, from (A.2) we can get∑
k∈t,r

(
∥Vq

k∥∗ − ∥Vq
k∥2
)
≤ 1

µq

(
ĝ
(
V†)− ĝ (Vq)

)
. (A.3)

As defined in Theorem 1, V is a limit point of the sequence {Vq}, an infinite subsequence

Q can be found such that
lim
q∈Q

V = V. (A.4)

By taking the limit on both sides of (A.3), we can get∑
k∈{t,r}

(∥∥Vk

∥∥
∗ −

∥∥Vk

∥∥
2

)
= lim

q∈Q

1

µq

(
ĝ
(
V†)− ĝ (Vq)

) (b)
= 0. (A.5)

where equality (b) holds for µq → ∞. (A.5) proves V is a feasible solution of (31).

Then, by taking the limit on both sides of (A.2) and using the nonnegativity of the term

µq
∑

t,r

(
∥Vq

k∥∗ − ∥Vq
k∥2
)
, we have

ĝ
(
V
)
≤ ĝ

(
V†) . (A.6)

Since V is a feasible solution of (31), we have following inequality basd on (A.1)

ĝ
(
V
)
≥ ĝ

(
V†) . (A.7)

Then, we have

ĝ
(
V
)
= ĝ

(
V†) . (A.8)

Since V is feasible for (31) and its objective value is euqal to that of the optimal solution

V†, V is an optimal solution of (31). This completes the proof.
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