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Abstract— Analog-to-digital converters (ADCs) facilitate the
conversion of analog signals into a digital format. While the
specific designs and settings of ADCs can vary depending on
their applications, it is crucial in many modern applications
to minimize their power consumption. The significance of low-
power ADCs is particularly evident in fields like mobile and
handheld devices reliant on battery operation. Key parameters
of the ADCs that dictate the ADC’s power are its sampling rate,
dynamic range, and number of quantization bits. Typically, these
parameters are required to be higher than a threshold value
but can be reduced by using the structure of the signal and by
leveraging preprocessing and the system application needs. In
this review, we discuss four approaches relevant to a variety of
applications.

I. INTRODUCTION

Real-world signals, including speech, audio, biomedical
data, radar readings, communication transmissions, and more,
inherently exist in an analog format. Transforming these
signals into a digital representation is often a more efficient
way to process, compress, store, and transmit them when
considering factors like power efficiency, noise resistance, and
algorithms’ adaptability. Therefore, the digital conversion of
analog signals is central to any application involving real-
world signals.

To achieve this digital representation, analog-to-digital con-
verters (ADCs) are employed. Given that ADCs are an essen-
tial component in many applications, their design and selection
of parameters, such as the sampling rate, the number of bits for
quantization, and the dynamic range (DR), are critical factors
in effectively addressing the requirements of a particular
application. For instance, when it comes to accurately recon-
structing bandlimited signals from uniformly spaced samples,
the ADC’s sampling rate should meet or exceed the Nyquist
rate, which is twice the maximum frequency component of
the analog signal. In a similar vein, the dynamic range of
the ADC should exceed that of the signal to prevent signal
clipping during the sampling process, and a greater number of
bits results in reduced quantization errors.

In emerging fields like wearable biosensors, wireless sensor
networks, voice-activated interfaces (such as Amazon’s Alexa,
Apple’s Siri, Microsoft’s Cortana, and Google’s Assistant),
Internet of Things sensors, and more, the power consumption
of ADCs holds great importance. Take, for example, wearable
biosensors, which can monitor parameters like blood pres-
sure, electrocardiogram readings, and epilepsy seizures. These
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devices often operate within stringent resource limitations,
including power and space constraints, especially since many
of them rely on battery power with finite energy reserves.
In such applications, efficiently reducing power requirements
for the sensor’s ADCs is essential to ensure uninterrupted
monitoring of the signals. Likewise, in any voice-activated
interface, the voice detection sensors remain active continu-
ously, underscoring the significance of minimizing the power
demands of their ADCs. Furthermore, in applications that deal
with wideband signals, the power consumption of the ADC is
notably high due to the need for a high sampling rate, and this
element constitutes a significant portion of the overall power
requirements of the system.

In this review, we explore techniques and frameworks
to lower the ADC power and the entire system power. A
common theme is to enable analog preprocessing prior to
sampling together with postprocessing on the signal in order
to reduce the ADC power while still enabling signal recovery.
The recovery may involve either reconstructing the original
analog signals from the collected samples or estimating certain
parameters. The power consumption of a conventional ADC,
which captures uniformly spaced instantaneous samples of the
analog signal, increases in tandem with the sampling rate, the
number of bits used, and the dynamic range of the ADC. To
address this challenge, we delve into theoretical lower limits
on the power consumption of ADCs [1] and also examine a
few figures-of-merit (FoMs) employed for assessing commer-
cially available ADCs [1], [2]. Once these relationships are
established, various frameworks can be applied to mitigate the
impact of these factors on power requirements.

We consider the following four approaches for power reduc-
tion: (a) Sub-Nyquist sampling, where the signal’s structure is
used to reduce the sampling rate [3]; (b) Modulo-ADC where
a low-dynamic range ADC preceded with a folding circuit
is used to sample high-DR signals without clipping [4]–[7];
(c) Asynchronous sampling where time instants at which a
signal crosses a set of thresholds are used as the discrete
representation [8]–[12]; and (d) Low-bit quantization methods
in which the number of bits is reduced when the end task is
to recover a few parameters of the signal [13], [14].

The majority of these frameworks comprise three primary
components: (i) an analog pre-processing hardware or an ana-
log front-end, (ii) a traditional low-power ADC, and (iii) a dig-
ital processing module. The pre-processing component alters
the analog signal in a manner that allows the ADC to function
at a reduced sampling rate, a lower bit rate, or a narrower
dynamic range compared to an ADC lacking pre-processing.
The digital processing segment encompasses algorithms that
can potentially reverse the impact of the pre-processing stage
and includes reconstruction or recovery algorithms. We detail
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Bounds on Power Consumption of a Conventional ADC

To compute lower bounds on the power, we consider two major components of a conventional ADC: (a) a sample
and hold (S/H) circuit that samples and retains the value of the analog signal for quantization; (b) a quantizer that
converts the held value from S/H to a bit stream (See Fig. 1) using comparators. The total power consumption is
the sum of that of the S/H circuit and the comparators. To derive the total power, we assume that the capacitors
used in the S/H and quantizers are chosen to be large enough such that the thermal noise is less than or equal to the
quantization error [1]. For deriving the quantization error, we assume that the input signal f(t) lies in the amplitude
range [−A,A] and the quantizer has n bits. With these assumptions, the power consumption in the S/H is given as

PS = 24kTfs2
2n, (1)

where k is Boltzmann’s constant and T is the absolute temperature in degrees Kelvin. In the quantizer part, an
expression for power consumption in each comparator is derived as

PC = 4n ln 2VeffCCfsA, (2)

where CC is the load capacitance of the latch comparator. The quantity Veff is a parameter of the comparator and is
defined as Veff = gm ID where ID is the supply current of the comparator, and gm is the minimum transconductance
of the comparator to make a decision within the sampling period. Hence, the total power of a conventional flash
ADC is

P = PS + (2n − 1)PC = 24kTfs2
2n + 4(2n − 1)n ln 2VeffCCfsA. (3)

S/H
<latexit sha1_base64="S/dfO4BG0leFM2aEEQGlMVcUskU=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahXkpS/DoWvHisYGuhDWWz3bRLN5uwOxFK6V/w4kERr/4hb/4bN20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFR28SpZrzFYhnrTkANl0LxFgqUvJNoTqNA8sdgfJv5j09cGxGrB5wk3I/oUIlQMIqZFFbxvF+uuDV3DrJKvJxUIEezX/7qDWKWRlwhk9SYrucm6E+pRsEkn5V6qeEJZWM65F1LFY248afzW2fkzCoDEsbalkIyV39PTGlkzCQKbGdEcWSWvUz8z+umGN74U6GSFLlii0VhKgnGJHucDITmDOXEEsq0sLcSNqKaMrTxlGwI3vLLq6Rdr3lXtcv7i0qjnsdRhBM4hSp4cA0NuIMmtIDBCJ7hFd6cyHlx3p2PRWvByWeO4Q+czx9ku43H</latexit>
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n-bits
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(2n � 1) comparators

Fig. 1. A conventional flash-type ADC with a sample and hold circuit
operating at a sampling rate fs, and a quantizer consisting of 2n comparators
where n is the number of bits per sample. We assume that the analog signal
f(t) is bounded: |f(t)| ≤ A. The quantization step size is ∆ = A/(2n−1).

these components’ integrated design, considering theoretical
and practical perspectives. In the theoretical realm, we present
assurances for achieving perfect signal recovery and examine
algorithms concerning critical parameters like the sampling
rate, number of bits, and dynamic range. Subsequently, we
explore the influence of these parameters on power consump-
tion and hardware design. In addition, we also discuss existing
hardware prototypes for these various approaches [5], [15]–
[22].

In the following section, we discuss bounds and FoMs,
which will be used to assess the power-saving aspects of the
considered frameworks.

II. POWER CONSUMPTION OF AN ADC AND FOMS

We first discuss bounds on the power consumption of a
conventional ADC, which are used throughout the paper to
compare different ADCs. The details are given in the box
Bounds on Power Consumption of a Conventional ADC. We
refer the readers to [1] and references therein for details on
these derivations.

From (3), we infer that the power consumption increases
linearly with the sampling rate and exponentially with the

number of bits. These observations are based on theoretical
analysis, and in practice, the power dependency on the sam-
pling rate and number of bits could be different. To understand
the practical aspect, we consider the surveys considered in [2]
and a recent one by Murmann [23]. These reports compare
various ADCs in terms of different FoMs. As an example,
Walden’s FoM for a conventional ADC is given as [2]

FOMW =
P

2ENOB fs
, (4)

where P is the power consumption of the ADC, fs is the
sampling rate, and ENOB is the effective number of bits. An
empirical study of the available ADCs in [23] shows that
the FOMW does not change as fs changes for fs ≤ 100
MHz. This implies that P is proportional to fs. However,
for fs > 100 MHz, the behavior of FOMW as a function of
fs reveals that the increase in power consumption due to the
sampling frequency exceeds linear increment, which means
that the actual power saving of sub-Nyquist is more than the
theoretical power saving. Further, the reviews reveal that, in
commercially available ADCs, the sampling rate and number
of bits are typically not independent. Specifically, the number
of bits decreases with an increased sampling rate owing to
design constraints.

In the aforementioned analysis, we do not observe an
explicit dependency of power consumption on the DR. Rather,
power consumption is an implicit function of DR, as shown
next. Consider two ADCs with dynamic ranges [−λ1, λ1] and
[−λ2, λ2] respectively, where λ1 > λ2. Let the resolutions
of the two ADCs be N1 and N2 bits, respectively. Then,
the quantization noise powers are given as 1

12

(
λ1

2N1−1

)2
and

1
12

(
λ2

2N2−1

)2
. To keep the same quantization error for both the

ADCs, the number of bits should satisfy the equality N1 =



THE IEEE SIGNAL PROCESSING MAGAZINE 3

N2+
λ1

λ2
log 2. Hence, for a high-DR ADC, one must choose a

larger number of bits to keep the same quantization error level.
Following (3), this results in higher power consumption.

In summary, the power consumption of an ADC increases
with the sampling rate, number of bits, and DR. In the
following, we discuss how to reduce these quantities and
eventually the power consumption without compromising the
quality of the reconstruction or task. In general, these quan-
tities are reduced by analog preprocessing steps, which could
consist of either single-channel or multiple-channel front-end
circuits. These front ends could be realized using off-the-shelf
components or custom-designed analog and radio-frequency
circuits with low-power consumption by co-designing digital
signal processing and analog preprocessing. Hence, the overall
power consumption of the circuit can be made lower than the
corresponding conventional circuit.

III. SUB-NYQUIST SAMPLING

In most practical applications, analog signals are either
assumed bandlimited or maximally bandlimited. In the latter
case, one assumes that most (e.g., 99%) of the signal’s energy
lies in a frequency range known as the signal’s effective band-
width. These signals are sampled according to the well-known
Shannon-Nyquist sampling framework [3]. In this framework,
the signals are first passed through an anti-aliasing filter to
project the signal to a bandlimited space and then sampled
uniformly at the Nyquist rate, which is twice the maximum
frequency content of the signal. Since the power consumption
of ADCs increases with the sampling rate, the Shannon-
Nyquist framework leads to higher power consumption for
wideband applications such as ultra-wideband radar, cognitive
radio, and wideband communications, where the bandwidth of
the signals is on the order of GHz.

A solution to this problem is to explore signal structures
beyond bandlimitedness and reduce the sampling rate below
the Nyquist rate (sub-Nyquist sampling) by using the signal
structure or model. Many signals encountered in practice have
sparse representations either in the time or frequency domains,
which leads to sub-Nyquist sampling. Several review articles
on sub-Nyquist sampling exist from both theoretical aspects
[3], [17], [24], [25] and from practical considerations [22],
[26]. Hence, in this review, we keep discussion on the sub-
Nyquist theory short and focus on the power savings that can
be obtained through this approach. In particular, we consider
two signal models, finite-rate-of-innovation (FRI) signals [27]–
[31] and multiband signals [16], [32]–[35], and discuss their
power efficiency aspects.

A. Finite-Rate-of-Innovation Signals

In many applications, the signals can be specified by a finite
number of parameters per unit time interval. As the rate of
innovation (RoI) or the number of parameters specifying the
signal per unit time interval is finite, these classes of signals
are known as FRI signals. These signals can be sampled at
their RoI; if the RoI is lower than the Nyquist rate, then it is
sub-Nyquist sampling.
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<latexit sha1_base64="W3lbtTErTE7zfMN5b/jErU6sNTc=">AAAF1XicnVRLb9NAEN6WGkp4tXDkYpEicagiO3HzOFSqxIVjkUgTKY6i9XqcWF3b0T7aRCvfEFckrvA/+C38G9aPBPIQSljJ3tXMt99+M7M73pSGXFjWr4PDB0fGw0fHjytPnj57/uLk9OUNTyQj0CUJTVjfwxxoGENXhIJCf8oARx6Fnnf7PvP37oDxMIk/ifkUhhEex2EQEiy0qS9Gyo3wLB2dVK2alQ9zc2GXiyoqx/Xo9Oin6ydERhALQjHnA9uaiqHCTISEQlpxJYcpJrd4DCqXmZpvtck3g4TpLxZmbl3B4YjzeeRpZITFhK/7MuM230CKoD1UYTyVAmJSHBRIaorEzGI2/ZABEXRuYkK0XomF1kEmmGEidG5WuDjBFPzLWqc+VBOgdyB0LAxiuCdJFOHYV26Ao5DOfQiwpCJVLg8W64qrV7oSeWgqkuOE+qliYy9V9rlVa12cW5sYBvMSY9U0oPjWYF7CfMDyD67ecc6zAjU69XxutR295W+VHpXgSUohk7gaAMWevjAColC7ygM0OjVdJimoTCjM0sWcrhFngncnLgPcjVmnay/mLL27ifaoru8+6dDw3UQz2EPzoo47Mc/2510mo13wtrfQ4v+gPXP166PULbaerVPqxsMgHdhDte0+2ZmW7Je6E67fWWExVXYkG4NZtTc06v7GN0n/XXFzwb5w5MQVV8BM3Ie+mFw2LnSPyltdp+M4reaysekX1Gk3Gk17abmp1+xmzfnoVK+csukdo9foDXqHbNRCV+gDukZdRBBF39B39MPoGanx2fhSQA8Pyj2v0Mowvv4GFtYUPw==</latexit>

tmax
<latexit sha1_base64="KLsAtTxLzcDWytKhjgsQOhTcB4A=">AAAFznicnVRLa9tAEN6kUZu6r6Q99iLqFHowRrIV2zoEAr306ECdBCwTVquRLbJ6sA/HRoheC722v6W/pf+mq4fd+kGxuyDtMvPtt9/M7I6b0IALw/h1cPjoSHv85Php7dnzFy9fnZy+vuaxZAQGJKYxu3UxBxpEMBCBoHCbMMChS+HGvf+Y+2+mwHgQR5/FPIFRiMdR4AcEC2W6Mu5O6kbTKIa+uTCrRR1Vo393evTT8WIiQ4gEoZjzoWkkYpRiJgJCIas5kkOCyT0eQ1roy/T3yuTpfszUFwm9sK7gcMj5PHQVMsRiwtd9uXGbbyiF3xulQZRIAREpD/Il1UWs58HqXsCACDrXMSFKr8RC6SATzDARKikrXJxgCt5F026N0gnQKQgVC4MIHkgchjjyUsfHYUDnHvhYUpGlDvcX65qjVqoERWhpKMcx9bKUjd0sNRtGs3veMDYxDOYVxmgqQPmtwdyYeYDlH1zLthp5gdp2q5i7PUtt+VulSyW4klLIJa4GQLGrboqAMFCu6gCFznSHSQppLhRm2WLO1ohzwbsTVwHuxqzStRdznt7dRLtU1XefdCj4bqIZ7KF5UcedmGf78y6T0St5e1to8X/Qnjnq9VHqlFvP1ilVx2GQDc1Ruu0+mbmW/Jc5E67eWWnR0/xINga9bm5oVI2Nb5L+u+L6gn3hKIhrjoCZeAg8Mblon6seVbQ627asbmfZ2NQLsnvtdsdcWq5bTbPTtK6s+qVVNb1j9Ba9Qx+QibroEn1CfTRABAH6hr6jH1pfm2qZ9qWEHh5Ue96glaF9/Q1kCRC8</latexit>

0

<latexit sha1_base64="N4+SmaWh2aqeXuCubm8AhnN6qUY=">AAAF0HicnVRLb9NAEN6WGkp4tXDkYpEicYgiO3GT+FCpEheO5ZG2UhxF6/U4sbp+aB9tIstCXJG4wk/ht/BvWD8SyEMoYSV7VzPffvvNzO64CQ24MIxfe/v3DrT7Dw4f1h49fvL02dHx80seS0agT2Ias2sXc6BBBH0RCArXCQMcuhSu3Ju3uf/qFhgP4uiTmCUwDPE4CvyAYKFMH/HIHB3VjaZRDH19YVaLOqrGxej44KfjxUSGEAlCMecD00jEMMVMBIRCVnMkhwSTGzyGtFCY6a+VydP9mKkvEnphXcLhkPNZ6CpkiMWEr/py4ybfQAq/N0yDKJECIlIe5Euqi1jPw9W9gAERdKZjQpReiYXSQSaYYSJUWpa4OMEUvLOm3RqmE6C3IFQsDCK4I3EY4shLHR+HAZ154GNJRZY63J+va45aqSIUoaWhHMfUy1I2drPUbBjN7mnDWMcwmFUYo6kA5bcCc2PmAZZ/cC3bauQFatutYu72LLXlb5UuleBKSiGXuBwAxa66KwLCQLmqAxQ60x0mKaS5UJhm8zlbIc4Fb09cBbgds0rXTsx5ercT7VJV313SoeDbiWawg+Z5Hbdinu7Ou0hGr+TtbaDF/0F74qjXR6lTbj1ZpVQ9h0E2MIfppvtk5lryX+ZMuHpnpUVP8yPZGPS6uaZRtTa+Tvrviutz9rmjIK45AqbiLvDE5Kx9qnpU0eps27K6nUVjUy/I7rXbHXNhuWw1zU7Tem/Vz62q6R2il+gVeoNM1EXn6B26QH1E0Bh9Q9/RD+2DNtU+a19K6P5etecFWhra19/L5hGR</latexit>a1
<latexit sha1_base64="iIlRNkhXpQBKs++wO0XNN7DMn0o=">AAAF0HicnVRLb9NAEN6WBkp4tXDksiJF4hBZduLmcahUiQvH8khbKY6i9XrsWF3b0T7aRJaFuCJxhZ/Cb+HfsHacQB5CCSvZu5r59ttvZnbHHbNQSNP8tbd/76By/8Hhw+qjx0+ePjs6fn4pEsUp9GjCEn7tEgEsjKEnQ8ngesyBRC6DK/fmbe6/ugUuwiT+JKdjGEQkiEM/pERq00cybAyPaqZhFgOvL6xyUUPluBgeH/x0vISqCGJJGRGib5ljOUgJlyFlkFUdJWBM6A0JIC0UZvi1NnnYT7j+YokL6xKOREJMI1cjIyJHYtWXGzf5+kr6nUEaxmMlIaazg3zFsExwHi72Qg5UsikmlGq9ikitg44IJ1TqtCxxCUoYeGdGtzFIR8BuQepYOMRwR5MoIrGXOj6JQjb1wCeKySx1hD9fVx290kUoQksjFSTMy1IeuFlq1U2jfVo31zEcpiXGNDRg9q3A3IR7QNQfXKNr1/MCNbuNYm53bL3lb5UuU+AqxiCXuBwAI66+KxKiULvKAzQ6ww5XDNJcKEyy+ZytEOeCtycuA9yOWadrJ+Y8vduJdpmu7y7p0PDtRHPYQfO8jlsxT3bnXSSjM+PtbKAl/0F74ujXx5gz23qySql7Doesbw3STffJyrXkv8wZCf3OZhac5kfyAHDNWtOoW5tYJ/13xfGcfe4oiKuOhIm8Cz05Omue6h5VtLpu17bbrUVj0y+o22k2W9bCctkwrJZhv7dr53bZ9A7RS/QKvUEWaqNz9A5doB6iKEDf0Hf0o/KhMql8rnyZQff3yj0v0NKofP0N0VARkg==</latexit>a2

<latexit sha1_base64="LnXO4ZR6jkPuNreljwDlfb2GlRU=">AAAF0HicnVRLb9NAEN6WGkp4tXDkYpEicYgiO3GT+FCpEheO5ZG2UhxF6/U4sbp+aB9tIstCXJG4wk/ht/BvWD8SyEMoYSV7VzPffvvNzO64CQ24MIxfe/v3DrT7Dw4f1h49fvL02dHx80seS0agT2Ias2sXc6BBBH0RCArXCQMcuhSu3Ju3uf/qFhgP4uiTmCUwDPE4CvyAYKFMH/GoPTqqG02jGPr6wqwWdVSNi9HxwU/Hi4kMIRKEYs4HppGIYYqZCAiFrOZIDgkmN3gMaaEw018rk6f7MVNfJPTCuoTDIeez0FXIEIsJX/Xlxk2+gRR+b5gGUSIFRKQ8yJdUF7Geh6t7AQMi6EzHhCi9Egulg0www0SotCxxcYIpeGdNuzVMJ0BvQahYGERwR+IwxJGXOj4OAzrzwMeSiix1uD9f1xy1UkUoQktDOY6pl6Vs7Gap2TCa3dOGsY5hMKswRlMBym8F5sbMAyz/4Fq21cgL1LZbxdztWWrL3ypdKsGVlEIucTkAil11VwSEgXJVByh0pjtMUkhzoTDN5nO2QpwL3p64CnA7ZpWunZjz9G4n2qWqvrukQ8G3E81gB83zOm7FPN2dd5GMXsnb20CL/4P2xFGvj1Kn3HqySql6DoNsYA7TTffJzLXkv8yZcPXOSoue5keyMeh1c02jam18nfTfFdfn7HNHQVxzBEzFXeCJyVn7VPWootXZtmV1O4vGpl6Q3Wu3O+bCctlqmp2m9d6qn1tV0ztEL9Er9AaZqIvO0Tt0gfqIoDH6hr6jH9oHbap91r6U0P29as8LtDS0r78B1roRkw==</latexit>a3

<latexit sha1_base64="qkYEOvCGCqR12oSZ54IQHnraxH4=">AAAF0HicnVRLb9NAEN6WGkp4tXDkYpEicYgiO3GT+FCpEheO5ZG2UhxF6/U4sbp+aB9tIstCXJG4wk/ht/BvWD8SyEMoYSV7VzPffvvNzO64CQ24MIxfe/v3DrT7Dw4f1h49fvL02dHx80seS0agT2Ias2sXc6BBBH0RCArXCQMcuhSu3Ju3uf/qFhgP4uiTmCUwDPE4CvyAYKFMH/HIGh3VjaZRDH19YVaLOqrGxej44KfjxUSGEAlCMecD00jEMMVMBIRCVnMkhwSTGzyGtFCY6a+VydP9mKkvEnphXcLhkPNZ6CpkiMWEr/py4ybfQAq/N0yDKJECIlIe5Euqi1jPw9W9gAERdKZjQpReiYXSQSaYYSJUWpa4OMEUvLOm3RqmE6C3IFQsDCK4I3EY4shLHR+HAZ154GNJRZY63J+va45aqSIUoaWhHMfUy1I2drPUbBjN7mnDWMcwmFUYo6kA5bcCc2PmAZZ/cC3bauQFatutYu72LLXlb5UuleBKSiGXuBwAxa66KwLCQLmqAxQ60x0mKaS5UJhm8zlbIc4Fb09cBbgds0rXTsx5ercT7VJV313SoeDbiWawg+Z5Hbdinu7Ou0hGr+TtbaDF/0F74qjXR6lTbj1ZpVQ9h0E2MIfppvtk5lryX+ZMuHpnpUVP8yPZGPS6uaZRtTa+Tvrviutz9rmjIK45AqbiLvDE5Kx9qnpU0eps27K6nUVjUy/I7rXbHXNhuWw1zU7Tem/Vz62q6R2il+gVeoNM1EXn6B26QH1E0Bh9Q9/RD+2DNtU+a19K6P5etecFWhra19/cJBGU</latexit>a4

<latexit sha1_base64="pfSXh7VB9oEGRrYy6AorovnVso8=">AAAF+XicnVTNbtNAEN6WBkr4aQpHLitSpBaFyE7cJjlEqsSFA4ci0R+pDtF6PU6sru1of9pGK78Dr8ANcUWCI7wGb8PacQpJKpSwkuPJzLfffjPjHW/EQiEt69fa+p2N0t17m/fLDx4+erxV2X5yIhLFKRzThCX8zCMCWBjDsQwlg7MRBxJ5DE69i9dZ/PQSuAiT+L0cj6AXkUEcBiEl0rj6lZfBrtzDXewKFfW1C4x17fTDW9LPTLeGh7vylcz/7PUrVatu5QsvGnZhVFGxjvrbG99dP6EqglhSRoQ4t62R7GnCZUgZpGVXCRgRekEGoPNUUvzCuHwcJNw8scS5dwZHIiHGkWeQEZFDMR/LnLfFzpUM2j0dxiMlIaaTgwLFsExwVhfshxyoZGNMKDV6FZFGBx0STqg09ZvhEpQw8Lv1TqOnh8AuQZpcOMRwRZMoIrGv3YBEIRv7EBDFZKpdEUztsmss0608NR2pQcL8VPOBl2q7ZtVb+zVrEcNhXGCsugFMnjmYl3AfiPqDa3ScWtagZqeRv1ttx2z5W6XHFHiKMcgkzibAiGc+KglRaELFAQadYpcrBjoTCtfp9J3OEWeClycuElyO2ZRrJeasvMuJ9pjp7yrlMPDlRHNYQfO0j0sxX6/Oe1OM9oS3fQst+Q/aHdfcPjM0Jlt35inNcOKQnts9fdv3ZGdasp/UHQpzzyYerLMj+QBw1V7QaGagWCT9d8fxlH0ayInLroRreRX6ctht7psZlY+6TsdxWgc3g83coE672Tywbzwnjbp9UHfeOdVDpxh6m+gZeo52kY1a6BC9QUfoGFH0EX1DP9DPki59Kn0ufZlA19eKPU/RzCp9/Q2qQiB/</latexit>

f(t) =

LX

`=1

a` h(t� t`)

<latexit sha1_base64="Gh2zeTfzAEIJpRP2OS4P2H7FM5A=">AAAF0XicnVRLa9tAEN6kUZu6jyTtsRdRp5CCMZKt+HEIBHrpMaV1ErBMWK1GlsjqwT4SCyEovRZ6bf9Jf0v/TVey7NYPit0FaZeZb7/9ZmZ3nIQGXBjGr53dB3vaw0f7j2tPnj57fnB49OKSx5IRGJCYxuzawRxoEMFABILCdcIAhw6FK+f2XeG/ugPGgzj6JNIERiEeR4EXECwKk38i3t4c1o2mUQ59dWFWizqqxsXN0d5P242JDCEShGLOh6aRiFGGmQgIhbxmSw4JJrd4DFkpMdffKJOrezFTXyT00rqAwyHnaegoZIiFz5d9hXGdbyiF1xtlQZRIARGZHuRJqotYL+LV3YABETTVMSFKr8RC6SA+ZpgIlZcFLk4wBfes2W+NMh/oHQgVC4MI7kkchjhyM9vDYUBTFzwsqcgzm3uzdc1WK1WFMrQslOOYunnGxk6emQ2j2T1tGKsYBmmFMZoKMP2WYE7MXMDyD67VtxpFgdr9Vjl3e5ba8rdKh0pwJKVQSFwMgGJHXRYBYaBc1QEKnes2kxSyQihM8tmcLxEXgjcnrgLcjFmlayvmIr2biXaoqu826VDwzUQz2ELzrI4bMU+2550nozfl7a2hxf9Be2yr10epPd16vEypmg6DfGiOsnX3ySy0FL/c9rl6Z1OLnhVHsjHodXNFo+ptfJX03xXXZ+wzR0lcswVMxH3gCv+sfap6VNnq+n3L6nbmjU29oH6v3e6Yc8tlq2l2mtYHq35uVU1vH71Cr9EJMlEXnaP36AINEEE++oa+ox/aRy3VPmtfptDdnWrPS7QwtK+/ATqFEdc=</latexit>

h(
t)

Fig. 2. Application of FRI signals in radar imaging: A known transmit pulse
h(t) is reflected from sparsely located targets; the received signal is modeled
as in (5) where time delays and amplitudes parameterize the signal.

Commonly used FRI signals are streams of known pulses
representing signals in time-of-flight applications such as
radar, ultrasound, optical coherence tomography, and more.
An example is depicted in Fig. 2 where a known transmit
pulse h(t) reflects from sparsely located L point targets. The
received signal is given by

f(t) =

L∑

ℓ=1

aℓ h(t− tℓ), (5)

where the amplitude aℓ and delay tℓ ∈ (0, tmax] denote
size and location of the ℓ-th target, and tmax is maximum
time delay. The signal f(t) is specified by 2L parameters:
{aℓ, tℓ}Lℓ=1 and hence is an FRI signal. The Nyquist rate
of these signals depends on the essential bandwidth of the
pulse h(t), which is generally very high due to its short time
duration. However, due to the FRI nature, the parameters can
be determined from sub-Nyquist samples.

In Fig. 3, we depict a frequently employed FRI sampling
and reconstruction framework consisting of a sampling and a
reconstruction block. The sampling kernel g(t) acts like an
anti-aliasing filter in bandlimited sampling and plays a key
role in the sampling block. The kernel removes additional
information from the FRI signal and ensures that the filtered
output y(t) = (f ∗ g)(t) is in a form such that the FRI
parameters can be uniquely determined from low-rate samples
of y(nTs). The reconstruction block, typically, consists of a
digital signal processing (DSP) unit that linearly combines
samples of y(nTs) and a parameter estimation method that
determines the FRI parameters {aℓ, tℓ}Lℓ=1.

The sampling and reconstruction blocks are interdependent
and must be designed in unison. To elaborate on this, we
consider a compactly supported sum-of-sincs (SoS) kernel
with impulse response given as [30]

g(t) = rect
(

t

Tg

) K∑

k=−K

ejkω0t, (6)

where ω0 > 0 and
(

t
Tg

)
= 1 for t ∈ [0, Tg] and zero

elsewhere. If the support of the filter Tg is sufficiently larger
than that of the signal f(t), then a part of the filtered signal
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<latexit sha1_base64="PoPBkuDvvDJ1tOUcWlLCucNA4J4=">AAAB63icbVBNS8NAEN3Ur1q/qh69LBahXkoiRT0WvHisYD+gDWWz3bRLdzdhdyKE0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmBbHgBlz32yltbG5t75R3K3v7B4dH1eOTrokSTVmHRiLS/YAYJrhiHeAgWD/WjMhAsF4wu8v93hPThkfqEdKY+ZJMFA85JZBLaR0uR9Wa23AXwOvEK0gNFWiPql/DcUQTyRRQQYwZeG4MfkY0cCrYvDJMDIsJnZEJG1iqiGTGzxa3zvGFVcY4jLQtBXih/p7IiDQmlYHtlASmZtXLxf+8QQLhrZ9xFSfAFF0uChOBIcL543jMNaMgUksI1dzeiumUaELBxlOxIXirL6+T7lXDu240H5q1VrOIo4zO0DmqIw/doBa6R23UQRRN0TN6RW+OdF6cd+dj2VpyiplT9AfO5w+CCI3b</latexit>

y(t)
<latexit sha1_base64="RpV2n5EEWKmS6rtQbyiROLK88+w=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSLUS0mkqMeCF48V+gVtKJvttF262YTdjRBCf4QXD4p49fd489+4bXPQ1gcDj/dmmJkXxIJr47rfzsbm1vbObmGvuH9weHRcOjlt6yhRDFssEpHqBlSj4BJbhhuB3VghDQOBnWB6P/c7T6g0j2TTpDH6IR1LPuKMGit10opsDvTVoFR2q+4CZJ14OSlDjsag9NUfRiwJURomqNY9z42Nn1FlOBM4K/YTjTFlUzrGnqWShqj9bHHujFxaZUhGkbIlDVmovycyGmqdhoHtDKmZ6FVvLv7n9RIzuvMzLuPEoGTLRaNEEBOR+e9kyBUyI1JLKFPc3krYhCrKjE2oaEPwVl9eJ+3rqndTrT3WyvVaHkcBzuECKuDBLdThARrQAgZTeIZXeHNi58V5dz6WrRtOPnMGf+B8/gCqvo8Z</latexit>

y(nTs)
DSP

<latexit sha1_base64="4Ha///4K34XIrxeJ54J25GsCZGQ=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBDiJexKfBwDXjxGMA9IljA7mU2GzOwuM71CWPILXjwo4tUf8ubfOEn2oIkFDUVVN91dQSKFQdf9dtbWNza3tgs7xd29/YPD0tFxy8SpZrzJYhnrTkANlyLiTRQoeSfRnKpA8nYwvpv57SeujYijR5wk3Fd0GIlQMIozaVjBi36p7FbdOcgq8XJShhyNfumrN4hZqniETFJjup6boJ9RjYJJPi32UsMTysZ0yLuWRlRx42fzW6fk3CoDEsbaVoRkrv6eyKgyZqIC26kojsyyNxP/87ophrd+JqIkRR6xxaIwlQRjMnucDITmDOXEEsq0sLcSNqKaMrTxFG0I3vLLq6R1WfWuq1cPtXK9lsdRgFM4gwp4cAN1uIcGNIHBCJ7hFd4c5bw4787HonXNyWdO4A+czx9m3I3K</latexit>

g(t)

<latexit sha1_base64="6q9F0U6CQZ9n7HhULoSm+cxSS+Q=">AAACFXicbZDLSgMxFIYzXmu9VV26CRahhVpmpF42hYIbFy4q2At06pBJM21o5kJyRihDX8KNr+LGhSJuBXe+jZm2C239IfDlP+eQnN+NBFdgmt/G0vLK6tp6ZiO7ubW9s5vb22+qMJaUNWgoQtl2iWKCB6wBHARrR5IR3xWs5Q6v0nrrgUnFw+AORhHr+qQfcI9TAtpyciWvAEVcxbaKfSexmRBVa3x/g4mTMrZLeFCAE5jcik4ub5bNifAiWDPIo5nqTu7L7oU09lkAVBClOpYZQTchEjgVbJy1Y8UiQoekzzoaA+Iz1U0mW43xsXZ62AulPgHgift7IiG+UiPf1Z0+gYGar6Xmf7VODN5lN+FBFAML6PQhLxYYQpxGhHtcMgpipIFQyfVfMR0QSSjoILM6BGt+5UVonpat8/LZbSVfq8ziyKBDdIQKyEIXqIauUR01EEWP6Bm9ojfjyXgx3o2PaeuSMZs5QH9kfP4A7sqcxw==</latexit>

f(t) =

LX

`=1

a` h(t� t`)
<latexit sha1_base64="DvJ7JI5E0d1nh/8ckYyrnj7Nszs=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PAi8eIeUGyhNlJbzJkdnaZmRXCkk/w4kERr36RN//GSbIHTSxoKKq66e4KEsG1cd1vp7C2vrG5Vdwu7ezu7R+UD49aOk4VwyaLRaw6AdUouMSm4UZgJ1FIo0BgOxjfzfz2EyrNY9kwkwT9iA4lDzmjxkqPjb7ulytu1Z2DrBIvJxXIUe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtVTSCLWfzU+dkjOrDEgYK1vSkLn6eyKjkdaTKLCdETUjvezNxP+8bmrCWz/jMkkNSrZYFKaCmJjM/iYDrpAZMbGEMsXtrYSNqKLM2HRKNgRv+eVV0rqoetfVq4fLSu0yj6MIJ3AK5+DBDdTgHurQBAZDeIZXeHOE8+K8Ox+L1oKTzxzDHzifPzfqjbo=</latexit>

Ts

Sampling block Reconstruction block

<latexit sha1_base64="XWecMbl3TERYKn103EYFlF0TxTQ=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgQkoi9bERCm5cuKhgH9DEMJlO26GTSZiZCCVk5cZfceNCEbd+gzv/xkmahbYeGO7hnHu5c48fMSqVZX0bpYXFpeWV8mplbX1jc8vc3mnLMBaYtHDIQtH1kSSMctJSVDHSjQRBgc9Ixx9fZX7ngQhJQ36nJhFxAzTkdEAxUlryzH0nQZ5DGDuGKq9O6iVZvbTT+xvPrFo1KwecJ3ZBqqBA0zO/nH6I44BwhRmSsmdbkXITJBTFjKQVJ5YkQniMhqSnKUcBkW6Sn5HCQ6304SAU+nEFc/X3RIICKSeBrzsDpEZy1svE/7xerAYXbkJ5FCvC8XTRIGZQhTDLBPapIFixiSYIC6r/CvEICYSVTq6iQ7BnT54n7ZOafVY7va1XG/UijjLYAwfgCNjgHDTANWiCFsDgETyDV/BmPBkvxrvxMW0tGcXMLvgD4/MHpsKYkg==</latexit>
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Fig. 3. A schematic of FRI sampling and reconstruction framework
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Fig. 4. An illustration of sub-Nyquist sampling of FRI signals: (a) h(t) is a time-limited pulse with its magnitude spectrum |H(ω)| shown in (b). In (c), an
FRI signal is shown consisting of L = 5 delayed copies of h(t) with tmax = 1 sec. The magnitude spectrum of f(t) shown in (d) shows that the Nyquist
sampling rate is 400 Hz; however, the FRI-based framework requires sampling at 11 Hz.

can be written as

y(t) =

K∑

k=−K

F (kω0)e
−jkω0t, (7)

where F (ω) is the continuous-time Fourier transform (CTFT)
of f(t) (cf. [30], [31] for details). By choosing K ≥ L and
measuring 2K +1 or more uniform samples y(nTs), one can
determine the Fourier samples F (kω0) uniquely provided that
ωs =

2π
Ts
≥ (2K + 1)ω0.

From the Fourier samples, one can construct the following
sequence

S(kω0) =
F (kω0)

H(kω0)
=

L∑

ℓ=1

aℓe
jkω0tℓ , k = −K, · · · ,K (8)

where F (ω) and H(ω) are CTFTs of f(t) and h(t), respec-
tively, and ω0 is sampling interval in the Fourier domain. The
sequence S(kω0) consists of a linear combination of com-
plex exponentials with discrete frequencies {ω0tℓ}Lℓ=1. The
parameters {aℓ, tℓ}Lℓ=1 can be uniquely determined from the
sequence S(kω0) by using high-resolution spectral estimation
methods [36, Ch. 4] provided that ω0tmax < 2π and K ≥ L. In
this approach, we assume that H(kω0) ̸= 0, k = −K, · · · ,K,
which can always be ensured in practice as h(t) has a narrow
duration in time and therefore large bandwidth.

Similar spectral-estimation-based reconstruction can also

Fig. 5. A hardware prototype of sub-Nyquist radar [15].

be achieved by using a lowpass filter or a Gaussian kernel
[27]. However, these kernels have infinite support and are,
hence, impractical to realize. Other choices of compactly sup-
ported sampling kernels include polynomial and exponential-
generating kernels [28], [37]. All the kernels have a common
working principle: Spread the information of the FRI pulses
such that each sample of the filtered signal contains sufficient
information about the amplitude and time delays of all the
pulses.

From the inequalities ωs = 2π
Ts
≥ (2K + 1)ω0 and

|ω0tmax| < 2π, we infer that the lowest possible sampling
rate is (2L+1) 2π

tmax
. The sampling rate is independent of the
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Fig. 6. Spectrum of a multiband signal consisting of three disjoint bands.
The maximum frequency of the signal is 2π/TNyq, and the Nyquist rate is
1/TNyq Hz. In this example, for simplicity, we consider a signal with a positive
spectrum, whereas signals in practice can have both positive and negative
parts.
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<latexit sha1_base64="oLcSs9jarLfbLiqwUD+2XVAlwuc=">AAACL3icbZBdSxtBFIZn/Whj1BrtZW8GQ0FBw65o7Y0gFoqXEYwK2bjMTs4mY2Zml5mzhbDsP/LGv+JNKS3irf/CSbIXfvSFgYf3nMOc88aZFBZ9/483N7+w+OFjbam+vLL6aa2xvnFh09xw6PBUpuYqZhak0NBBgRKuMgNMxRIu49GPSf3yFxgrUn2O4wx6ig20SARn6Kyo8TOLgi3cpkc0tLmKCuloNxQ6wXF5XVRAeVQEO7Kk4CzFcGhUcVPKMFUwYJGlWEaNpt/yp6LvIaigSSq1o8Z92E95rkAjl8zabuBn2CuYQcEllPUwt5AxPmID6DrUTIHtFdN7S/rVOX2apMY9jXTqvpwomLJ2rGLXOdnWvq1NzP/Vujkm33uF0FmOoPnsoySXFFM6CY/2hQGOcuyAcSPcrpQPmWEcXcR1F0Lw9uT3cLHXCr61Ds72m8cnVRw18oVski0SkENyTE5Jm3QIJ7fknvwl/7w777f34D3OWue8auYzeSXv6RkE0qkv</latexit>

p1(t) =

1X

l=�1
c1,le

jl!st

<latexit sha1_base64="vHB+v4wsTjYJc04ZDfuao0nnt5c=">AAACL3icbZDPattAEMZXadq67j81OfayxBRSaI1UkraXgEkh9GJIIE4ClipW65G98e5K7I4KRuiNesmr+BJKSuk1b5GVo0Ob9IOFH9/MsDNfWkhhMQh+emsP1h8+etx50n367PmLl/6rjRObl4bDiOcyN2cpsyCFhhEKlHBWGGAqlXCazr809dPvYKzI9TEuCogVm2qRCc7QWYl/UCTDbXxL92hkS5VU0tH7SOgMF/W3qgXKk2r4TtYUnKUYzoyqzmsZ5QqmLLEU68TvBf1gJXofwhZ6pNVh4i+jSc5LBRq5ZNaOw6DAuGIGBZdQd6PSQsH4nE1h7FAzBTauVvfW9I1zJjTLjXsa6cr9e6JiytqFSl1ns629W2vM/9XGJWaf40rookTQ/PajrJQUc9qERyfCAEe5cMC4EW5XymfMMI4u4q4LIbx78n04+dAPP/Z3j3Z6g/02jg55TbbINgnJJzIgX8khGRFOfpAluSK/vAvv0vvt/bltXfPamU3yj7zrG2QyqWc=</latexit>

pM (t) =

1X

l=�1
cM,le

jl!st

<latexit sha1_base64="ffaB3TlQRfaaPh1s3K8hup2ssUI=">AAAB7XicbVDLSgMxFL3xWeur6tJNsAiuykzxtSy6cVnBPqAdSibNtLGZZEgyQhn6D25cKOLW/3Hn35i2s9DWAxcO59zLvfeEieDGet43WlldW9/YLGwVt3d29/ZLB4dNo1JNWYMqoXQ7JIYJLlnDcitYO9GMxKFgrXB0O/VbT0wbruSDHScsiMlA8ohTYp3UrHYTjm96pbJX8WbAy8TPSRly1Hulr25f0TRm0lJBjOn4XmKDjGjLqWCTYjc1LCF0RAas46gkMTNBNrt2gk+d0seR0q6kxTP190RGYmPGceg6Y2KHZtGbiv95ndRG10HGZZJaJul8UZQKbBWevo77XDNqxdgRQjV3t2I6JJpQ6wIquhD8xZeXSbNa8S8rF/fn5Vo1j6MAx3ACZ+DDFdTgDurQAAqP8Ayv8IYUekHv6GPeuoLymSP4A/T5A6DOjnk=</latexit>

2⇡B

<latexit sha1_base64="ffaB3TlQRfaaPh1s3K8hup2ssUI=">AAAB7XicbVDLSgMxFL3xWeur6tJNsAiuykzxtSy6cVnBPqAdSibNtLGZZEgyQhn6D25cKOLW/3Hn35i2s9DWAxcO59zLvfeEieDGet43WlldW9/YLGwVt3d29/ZLB4dNo1JNWYMqoXQ7JIYJLlnDcitYO9GMxKFgrXB0O/VbT0wbruSDHScsiMlA8ohTYp3UrHYTjm96pbJX8WbAy8TPSRly1Hulr25f0TRm0lJBjOn4XmKDjGjLqWCTYjc1LCF0RAas46gkMTNBNrt2gk+d0seR0q6kxTP190RGYmPGceg6Y2KHZtGbiv95ndRG10HGZZJaJul8UZQKbBWevo77XDNqxdgRQjV3t2I6JJpQ6wIquhD8xZeXSbNa8S8rF/fn5Vo1j6MAx3ACZ+DDFdTgDurQAAqP8Ayv8IYUekHv6GPeuoLymSP4A/T5A6DOjnk=</latexit>

2⇡B <latexit sha1_base64="4CN3mK5lvnDsClgo1PNwQGBzz8s=">AAAB73icbVDJSgNBEK2JW4xb1KOXxiB4CjPB7Rjw4jGCWSAZQk+nJ2nSy9jdI4QhP+HFgyJe/R1v/o2dZA6a+KDg8V4VVfWihDNjff/bK6ytb2xuFbdLO7t7+wflw6OWUakmtEkUV7oTYUM5k7RpmeW0k2iKRcRpOxrfzvz2E9WGKflgJwkNBR5KFjOCrZM6PSXoEPdNv1zxq/4caJUEOalAjka//NUbKJIKKi3h2Jhu4Cc2zLC2jHA6LfVSQxNMxnhIu45KLKgJs/m9U3TmlAGKlXYlLZqrvycyLIyZiMh1CmxHZtmbif953dTGN2HGZJJaKsliUZxyZBWaPY8GTFNi+cQRTDRztyIywhoT6yIquRCC5ZdXSatWDa6ql/cXlXotj6MIJ3AK5xDANdThDhrQBAIcnuEV3rxH78V79z4WrQUvnzmGP/A+fwAcDo/7</latexit>!s

<latexit sha1_base64="4CN3mK5lvnDsClgo1PNwQGBzz8s=">AAAB73icbVDJSgNBEK2JW4xb1KOXxiB4CjPB7Rjw4jGCWSAZQk+nJ2nSy9jdI4QhP+HFgyJe/R1v/o2dZA6a+KDg8V4VVfWihDNjff/bK6ytb2xuFbdLO7t7+wflw6OWUakmtEkUV7oTYUM5k7RpmeW0k2iKRcRpOxrfzvz2E9WGKflgJwkNBR5KFjOCrZM6PSXoEPdNv1zxq/4caJUEOalAjka//NUbKJIKKi3h2Jhu4Cc2zLC2jHA6LfVSQxNMxnhIu45KLKgJs/m9U3TmlAGKlXYlLZqrvycyLIyZiMh1CmxHZtmbif953dTGN2HGZJJaKsliUZxyZBWaPY8GTFNi+cQRTDRztyIywhoT6yIquRCC5ZdXSatWDa6ql/cXlXotj6MIJ3AK5xDANdThDhrQBAIcnuEV3rxH78V79z4WrQUvnzmGP/A+fwAcDo/7</latexit>!s

<latexit sha1_base64="S/dfO4BG0leFM2aEEQGlMVcUskU=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahXkpS/DoWvHisYGuhDWWz3bRLN5uwOxFK6V/w4kERr/4hb/4bN20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFR28SpZrzFYhnrTkANl0LxFgqUvJNoTqNA8sdgfJv5j09cGxGrB5wk3I/oUIlQMIqZFFbxvF+uuDV3DrJKvJxUIEezX/7qDWKWRlwhk9SYrucm6E+pRsEkn5V6qeEJZWM65F1LFY248afzW2fkzCoDEsbalkIyV39PTGlkzCQKbGdEcWSWvUz8z+umGN74U6GSFLlii0VhKgnGJHucDITmDOXEEsq0sLcSNqKaMrTxlGwI3vLLq6Rdr3lXtcv7i0qjnsdRhBM4hSp4cA0NuIMmtIDBCJ7hFd6cyHlx3p2PRWvByWeO4Q+czx9ku43H</latexit>

f(t)

<latexit sha1_base64="KtHH5dfie58TgSH4EEA/RABNSpY=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoMQL2E3+DoGvHiMYB6QLGF2MpuMmd1ZZnqFEPIPXjwo4tX/8ebfOEn2oIkFDUVVN91dQSKFQdf9dnJr6xubW/ntws7u3v5B8fCoaVSqGW8wJZVuB9RwKWLeQIGStxPNaRRI3gpGtzO/9cS1ESp+wHHC/YgOYhEKRtFKzbDnlfG8Vyy5FXcOskq8jJQgQ71X/Or2FUsjHiOT1JiO5yboT6hGwSSfFrqp4QllIzrgHUtjGnHjT+bXTsmZVfokVNpWjGSu/p6Y0MiYcRTYzoji0Cx7M/E/r5NieONPRJykyGO2WBSmkqAis9dJX2jOUI4toUwLeythQ6opQxtQwYbgLb+8SprVindVuby/KNWqWRx5OIFTKIMH11CDO6hDAxg8wjO8wpujnBfn3flYtOacbOYY/sD5/AGLu45r</latexit>

f1(t)

<latexit sha1_base64="qBnawyFH1hNAQloc5nlW2mwZVNY=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoMQL2FXfB0DXrwIEcwDkiXMTmaTMbMzy0yvEEL+wYsHRbz6P978GyfJHjSxoKGo6qa7K0wEN+h5305uZXVtfSO/Wdja3tndK+4fNIxKNWV1qoTSrZAYJrhkdeQoWCvRjMShYM1weDP1m09MG67kA44SFsSkL3nEKUErNaLuXRlPu8WSV/FmcJeJn5ESZKh1i1+dnqJpzCRSQYxp+16CwZho5FSwSaGTGpYQOiR91rZUkpiZYDy7duKeWKXnRkrbkujO1N8TYxIbM4pD2xkTHJhFbyr+57VTjK6DMZdJikzS+aIoFS4qd/q62+OaURQjSwjV3N7q0gHRhKINqGBD8BdfXiaNs4p/Wbm4Py9Vz7I48nAEx1AGH66gCrdQgzpQeIRneIU3RzkvzrvzMW/NOdnMIfyB8/kDtn+Ohw==</latexit>

fM (t) <latexit sha1_base64="S0DVmbNP/mwxMBJ85bbFPgOS3Tc=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoMQL2E3+DoGvHgRIuQlybLMTmaTITOzy8ysEEK+wosHRbz6Od78GyfJHjSxoKGo6qa7K0w408Z1v53c2vrG5lZ+u7Czu7d/UDw8auk4VYQ2Scxj1QmxppxJ2jTMcNpJFMUi5LQdjm5nfvuJKs1i2TDjhPoCDySLGMHGSo9RcF+WjUCfB8WSW3HnQKvEy0gJMtSD4levH5NUUGkIx1p3PTcx/gQrwwin00Iv1TTBZIQHtGupxIJqfzI/eIrOrNJHUaxsSYPm6u+JCRZaj0VoOwU2Q73szcT/vG5qoht/wmSSGirJYlGUcmRiNPse9ZmixPCxJZgoZm9FZIgVJsZmVLAheMsvr5JWteJdVS4fLkq1ahZHHk7gFMrgwTXU4A7q0AQCAp7hFd4c5bw4787HojXnZDPH8AfO5w/hDI/F</latexit>

fM (nTs)

<latexit sha1_base64="xdL8p1BgicMYxPJ6depOOXgAfYk=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahXspu8etY8OKxQlsr7bJk02wbmmSXJCuUpb/CiwdFvPpzvPlvTNs9aOuDgcd7M8zMCxPOtHHdb6ewtr6xuVXcLu3s7u0flA+POjpOFaFtEvNYdUOsKWeStg0znHYTRbEIOX0Ix7cz/+GJKs1i2TKThPoCDyWLGMHGSo9R4FVlK9DnQbni1tw50CrxclKBHM2g/NUfxCQVVBrCsdY9z02Mn2FlGOF0WuqnmiaYjPGQ9iyVWFDtZ/ODp+jMKgMUxcqWNGiu/p7IsNB6IkLbKbAZ6WVvJv7n9VIT3fgZk0lqqCSLRVHKkYnR7Hs0YIoSwyeWYKKYvRWREVaYGJtRyYbgLb+8Sjr1mndVu7y/qDTqeRxFOIFTqIIH19CAO2hCGwgIeIZXeHOU8+K8Ox+L1oKTzxzDHzifP7X0j6k=</latexit>

f1(nTs)

<latexit sha1_base64="Wucfer+lMqm7lvi1H7RCFIf+klI=">AAAFznicnVRLa9tAEN6kUZu6r6Q99iLqFHowRrIV2zoEAr306ECdBCwTVquRLbJ6sA/HRoheC722v6W/pf+mq4fd+kGxuyDtMvPtt9/M7I6b0IALw/h1cPjoSHv85Php7dnzFy9fnZy+vuaxZAQGJKYxu3UxBxpEMBCBoHCbMMChS+HGvf+Y+2+mwHgQR5/FPIFRiMdR4AcEC2W6Mu5O6kbTKIa+uTCrRR1Vo393evTT8WIiQ4gEoZjzoWkkYpRiJgJCIas5kkOCyT0eQ1roy/T3yuTpfszUFwm9sK7gcMj5PHQVMsRiwtd9uXGbbyiF3xulQZRIAREpD/Il1UWs58HqXsCACDrXMSFKr8RC6SATzDARKikrXJxgCt5F026N0gnQKQgVC4MIHkgchjjyUsfHYUDnHvhYUpGlDvcX65qjVqoERWhpKMcx9bKUjd0sNRtGs3veMDYxDOYVxmgqQPmtwdyYeYDlH1zLthp5gdp2q5i7PUtt+VulSyW4klLIJa4GQLGrboqAMFCu6gCFznSHSQppLhRm2WLO1ohzwbsTVwHuxqzStRdznt7dRLtU1XefdCj4bqIZ7KF5UcedmGf78y6T0St5e1to8X/Qnjnq9VHqlFvP1ilVx2GQDc1Ruu0+mbmW/Jc5E67eWWnR0/xINga9bm5oVI2Nb5L+u+L6gn3hKIhrjoCZeAg8Mblon6seVbQ627asbmfZ2NQLsnvtd sdcWq5bTbPTtK6s+mWranrH6C16hz4gE3XRJfqE+miACAL0DX1HP7S+NtUy7UsJPTyo9rxBK0P7+htjbxC6</latexit>

0
<latexit sha1_base64="E0snv0p1eiR9XbUy6ljaF5sC5nU=">AAAF6nicnVRLbxMxEHZLAyW8Ujj2siJF4lBFu0naJIdKlbhwQkXqS6qjyOudTVb1PvCjbWT5wF/ghrgicYUTv4V/g3ezKSSpUIKlXY/Gnz9/M2OPn7FISNf9tbZ+b6Ny/8Hmw+qjx0+ePqttPT8VqeIUTmjKUn7uEwEsSuBERpLBecaBxD6DM//yTb5+dgVcRGlyLMcZ9GMyTKIwokRa16C2jUNOqG7iLDL6eKCxhBup340/GGMGtbrbcIvhLBpeadRROY4GWxs/cZBSFUMiKSNCXHhuJvuacBlRBqaKlYCM0EsyBF1oN84r6wqcMOX2S6RTeGdwJBZiHPsWGRM5EvNrufOutQslw25fR0mmJCR0clComCNTJ0+EE0QcqGRjh1Bq9SoirQ46IjYd0iZshktQwiA4aPSafT0CdgXSxsIhgWuaxjFJAo1DEkdsHEBIFJNGYxFO7Sq2li1PEZqO1TBlgdF86Bvt7bqNzt6uu4jhMC4xbsMCJt8czE95AET9wTV77d28QK1es5g73bbd8rdKnynwFWOQS5wNgBHf3iIJsb0IuDzAoo2DuWKgc6FwY6azmSPOBS9PXAa4HLNN10rMeXqXE+0zW99V0mHhy4nmsILmaR2XYr5Znfc2Gd0Jb/cOWvIftDvYvj7G8GTrzjyl7UYczIXX13fdJy/Xkv8MHgn7ziYeR+dH8iE4dW9Bo216YpH03xV3puzThYK4WrS56yiQo4PWnu1RRavr9drtzv5tY7MvqNdttfa9W89ps+HtN9rv2/XDZtn0NtE2eoleIw910CF6i47QCaLoI/qGvqMfFVb5VPlc+TKBrq+Ve16gmVH5+hstrh0K</latexit>

2⇡

TNyq

<latexit sha1_base64="L9eRRXYUmrs7qGK1zxDcEpS+fR4=">AAAF03icnVRLb9NAEN6WBkp4tXDkYpEicYgiO3GT+FCpEheORSJppTiq1utx4nZtR/toE618QVyRuMIf4bfwb1g/EshDKGEle1cz3377zczueBMacmGav/b2HxxUHj46fFx98vTZ8xdHxy/7PJGMQI8kNGFXHuZAwxh6IhQUriYMcORRuPRu32f+yztgPEziT2I2gWGER3EYhAQLbeq7SQQjfH1UMxtmPoz1hVUuaqgcF9fHBz9dPyEyglgQijkfWOZEDBVmIiQU0qorOUwwucUjULnI1HirTb4RJEx/sTBy6xIOR5zPIk8jIyzGfNWXGTf5BlIE3aEK44kUEJPioEBSQyRGFrHhhwyIoDMDE6L1Siy0DjLGDBOhM7PExQmm4J81nOZQjYHegdCxMIjhniRRhGNfuQGOQjrzIcCSilS5PJivq65e6TrkoalIjhLqp4qNvFRZdbPROa2b6xgGsxJjNjSg+FZgXsJ8wPIPrunY9axALaeZz52urbf8rdKjEjxJKWQSlwOg2NPXRUAUald5gEanhsskBZUJhWk6n9MV4kzw9sRlgNsx63TtxJyldzvRHtX13SUdGr6daAY7aJ7XcSvm6e68i2R0C97uBlr8H7Qnrn59lLrF1pNVSt12GKQDa6g23Scr05L9UnfM9TsrLIbKjmQjMGrWmkbd3fg66b8rbszZ546cuOoKmIr70Bfjs9ap7lF5q3Mc2+60F41NvyCn22q1rYWl32xY7Yb90a6dN8umd4heozfoHbJQB52jD+gC9RBBN+gb+o5+VHoVVflc+VJA9/fKPa/Q0qh8/Q0pKhMh</latexit>!

<latexit sha1_base64="IzJjYAz++CQ8tEa5LrzUI98Dri8=">AAAF03icnVRLbxMxEHZLAyW8WjhysUiROFTRbpLmcahUwYVjkUhbqRtVXu9sYup9yI82kbUXxBWJK/wRfgv/Bu9mE0hSoQRLu7ZmPn/+ZsYeP+VMKsf5tbV9b6dy/8Huw+qjx0+ePtvbf34mEy0o9GnCE3HhEwmcxdBXTHG4SAWQyOdw7l+/y/3nNyAkS+KPapLCICLDmIWMEmVNZw0vZfjt1V7NqTvFwKsLt1zUUDlOr/Z3fnpBQnUEsaKcSHnpOqkaGCIUoxyyqqclpIRekyGYQmSGX1tTgMNE2C9WuLAu4Egk5STyLTIiaiSXfbnxLt+lVmF3YFicagUxnR4Uao5VgvOIccAEUMUnmFBq9WqirA46IoJQZTOzwCUp4RAc13uNgRkBvwFlYxEQwy1NoojEgfFCEjE+CSAkmqvMeDKcraueXdk6FKGZSA8THmRGDP3MuIdOvXN06KxiBExKjFO3gOm3BPMTEQDRf3CNXuswL1Cz1yjmTrdlt/yt0ucafM055BIXA+DEt9dFQcSsqzzAojPsCc3B5EJhnM3mbIk4F7w+cRngesw2XRsx5+ldT7TPbX03SYeFrydawAaaZ3Vci3m8Oe88Gd0pb/cOWvIftAeefX2ce9OtB8uUtu0IyC7dgbnrPrm5lvyXeSNp39nUgk1+pBgCrrkrGm13k6uk/644nrHPHAVx1VMwVrcsUKPj5pHtUUWr6/VarU573tjsC+p1m822O7ecNepuu9760KqdNMqmt4teolfoDXJRB52g9+gU9RFFn9A39B39qPQrpvK58mUK3d4q97xAC6Py9TfbAhKF</latexit>

2⇡B

<latexit sha1_base64="68YzzoztMv8TqdEXxV+TVP4Ekk0=">AAAF2XicnVRLb9NAEN6WGkp4tIUjF4sUiUNk2Umax6FSJS4ci0TaSnEUrdfjxOr6oX20iVY+cENckbjCv+C38G9YO04gD6GElexdzXz77Tczu+OlNOTCtn/t7T84MB4+OnxcefL02fOj45MXVzyRjECPJDRhNx7mQMMYeiIUFG5SBjjyKFx7t+9y//UdMB4m8UcxTWEQ4VEcBiHBQptcN4lghIfKGzrZ8LhqW3YxzPWFUy6qqByXw5ODn66fEBlBLAjFnPcdOxUDhZkICYWs4koOKSa3eASqkJqZb7TJN4OE6S8WZmFdwuGI82nkaWSExZiv+nLjJl9fiqAzUGGcSgExmR0USGqKxMzjNv2QARF0amJCtF6JhdZBxphhInR+lrg4wRT8c6tbH6gx0DsQOhYGMdyTJIpw7Cs3wFFIpz4EWFKRKZcH83XF1StdjSI0FclRQv1MsZGXKadmW+2zmr2OYTAtMbalAbNvBeYlzAcs/+Dq3WYtL1CjWy/mdqept/yt0qMSPEkp5BKXA6DY05dGQBRqV3mARmemyyQFlQuFSTafsxXiXPD2xGWA2zHrdO3EnKd3O9Ee1fXdJR0avp1oBjtontdxK+bJ7ryLZHRmvJ0NtPg/aE9d/foodWdbT1cpdfNhkPWdgdp0n5xcS/7L3DHX72xmMVV+JBuBWXXWNOoex9dJ/11xc84+dxTEFVfARNyHvhifN850jypaXbfbb LZbi8amX1C302i0nIXlqm45Lav5oVm9qJdN7xC9Qq/RW+SgNrpA79El6iGCUvQNfUc/jL7xyfhsfJlB9/fKPS/R0jC+/gaSdxWm</latexit>!b1
<latexit sha1_base64="FHPxJPzAC7H9jOX+TRW7Q3WNLNM=">AAAF2XicnVRLb9NAEN6WGkp4tIUjF4sUiUMU2UmaxIdKlbhwLBJpK8VRtF6PE6vrh/bRJlr5wA1xReIK/4Lfwr9h7TiBPIQSVrJ3NfPtt9/M7I6X0pALy/q1t//gwHj46PBx5cnTZ8+Pjk9eXPFEMgI9ktCE3XiYAw1j6IlQULhJGeDIo3Dt3b7L/dd3wHiYxB/FNIVBhEdxGIQEC21y3SSCER4qb9jIhsdVq24Vw1xf2OWiispxOTw5+On6CZERxIJQzHnftlIxUJiJkFDIKq7kkGJyi0egCqmZ+UabfDNImP5iYRbWJRyOOJ9GnkZGWIz5qi83bvL1pQi6AxXGqRQQk9lBgaSmSMw8btMPGRBBpyYmROuVWGgdZIwZJkLnZ4mLE0zBP687jYEaA70DoWNhEMM9SaIIx75yAxyFdOpDgCUVmXJ5MF9XXL3S1ShCU5EcJdTPFBt5mbJrVr1zVrPWMQymJcaqa8DsW4F5CfMByz+4htOq5QVqOo1i7nRbesvfKj0qwZOUQi5xOQCKPX1pBEShdpUHaHRmukxSULlQmGTzOVshzgVvT1wGuB2zTtdOzHl6txPtUV3fXdKh4duJZrCD5nkdt2Ke7M67SEZ3xtvdQIv/g/bU1a+PUne29XSVUjcfBlnfHqhN98nOteS/zB1z/c5mFlPlR7IRmFV7TaPucXyd9N8VN+fsc0dBXHEFTMR96IvxefNM96ii1TlOq9VpLxqbfkFOt9ls2wvLVaNut+utD63qRaNseofoFXqN3iIbddAFeo8uUQ8RlKJv6Dv6YfSNT8Zn48sMur9X7nmJlobx9TeX4hWn</latexit>!b2
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(d)

Fig. 7. An M -channel MWC-based mixing and sub-Nyquist framework for
multiband signals [16], [34], [35].

bandwidth of the FRI signal and only a function of the number
of pulses and maximum time delay. Indeed, this results in sub-
Nyquist sampling, as illustrated in the subsequent example.
In Fig. 4, we show a particular example of an FRI signal
where h(t) is a time-limited pulse constructed from a time-
scaled, third-order B-spline function. The FRI signal consists
of L = 5 pulses with a maximum time delay of one second.
The magnitude spectra of the pulse h(t) and f(t) show that the
essential bandwidth is 200 Hz, which shows that the Nyquist
rate is 400 Hz. However, by using the FRI nature of the signal,
we know that it can be sampled at a minimum rate of 2L+1
or 11 Hz. Hence, there is a reduction in the sampling rate by
36 times in this example, and consequently, power saving will
be of the same order. However, one may not achieve such a
large sampling rate reduction in practice due to noise and other
practical limitations such as non-ideal sampling kernels. For
example, hardware prototypes for sub-Nyquist radar systems,
where the sampling and reconstruction are based on the FRI
principle, are discussed in [15]. A hardware board is shown
in Fig. 5. The hardware prototypes demonstrate that using the
received signals’ FRI nature, the radar targets are estimated
from the samples measured at 1/30 of the Nyquist rate. As
the sampling rate is reduced by a factor of 30 in this case,
following (3), power consumption is reduced by at least a
factor of 30. If the operating frequencies are in the range of
a few hundred MHz, then the power consumption goes down
further, as discussed earlier, with the help of FOMW .

B. Sub-Nyquist Sampling of Multiband Signals

To simultaneously communicate several bandlimited signals
over a common channel, signals are modulated to different
carrier frequencies, as shown in Fig. 6. Following the Shannon-
Nyquist sampling framework, such multiband signals can be
sampled at twice the maximum frequency bandwidth of the
signal. However, as shown in the example in Fig. 6, the signal’s
spectrum is zero over several intervals, and the information-
bearing part resides in a few bands. Mathematically, consider a
set of N disjoint frequency intervalsM = ∪Nn=1[ωbn−ωan

] ⊂
[0, 2π/TNyq] where ωan

and ωbn denotes lower and upper band
edges of the n-th band. Then BM denotes a set of signals
whose spectrum is restricted to the interval M. Specifically,
if f(t) ∈ BM then F (ω) = 0, ω ̸∈ M. The Nyquist rate of
the signals in this class is 1/TNyq, which could be much larger
than the spectral support |M|.

By observing the sparsity of the signal’s spectrum, Landau
[38] showed that a multiband signal is uniquely identifiable
from its stable samples measured at a rate equal to its spectral
support (referred to as Landau rate). Hence for signals in BM,
sampling at a rate |M| is sufficient. Periodic non-uniform
sampling and multi-coset sampling patterns can be used for
sampling and reconstructing multi-band signals [32], [33].
Most of these approaches show that perfect reconstruction
can be achieved by sampling the signals at the Landau rate,
provided that the band edges {ωan

, ωbn}Nn=1 are known.
A blind sampling and reconstruction framework was pre-

sented in a series of papers [16], [34], [35], where the authors
proved that the minimum sampling rate is twice Landau’s
rate and not more than the Nyquist rate in the blind setup.
In these blind-multiband works, the authors assumed that
ωbn − ωan = 2πB and B and N are known. Then, the set
of multiband signals can be uniquely identifiable from stable
samples measured at a rate min{2NB, 1/TNyq}. An oversam-
pling by a factor of two is the price paid for blindness. The
signal reconstruction algorithms in these works first estimate
the unknown spectral supports and then use a conventional
algorithm to reconstruct the signals from the samples. For
support recovery, the algorithms rely on a similar principle as
in FRI sampling: to spread or mix the information so that the
desired information is determined from fewer samples relying
on notions from compressed sensing.

For mixing the information, the authors proposed two mul-
tichannel frameworks that are based on multi-coset sampling
[33], quadrature analog-to-information converter (QAIC) [39],
[40], and the modulated-wideband converter (MWC) [16],
[17], [35]. The principle idea of mixing is based on aliasing of
the spectrum. Reconstruction is achieved by applying sparse-
recovery methods from compressive sensing [41] as discussed
next. For an M -channel sampling framework, an MWC-based
mixing and sampling framework is shown in Fig. 7. The
mixing is performed by multiplying f(t) with a set of M
periodic signals pm(t) =

∑∞
l=−∞ cm,l e

jωst,m = 1, · · · ,M ,
where ωs ≥ 2πB and cm,ls are Fourier coefficients of the
periodic signals. This results in modulation in the frequency
domain and, as a result, the lowpass spectrum of the product
f(t)pm(t) is a linear combination of all the bands as shown in
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Fig. 7(c). The mixed spectrum is captured from the sampled
signal by passing the product f(t)pm(t) through a lowpass
filter and then sample uniformly at its Nyquist rate. The
discrete-time Fourier transform of the samples is related to
the spectrum of the continuous-time multiband signal as [34],
[35]

Fm(ejωTs) =

L∑

ℓ=−L

cm,ℓ F (ω − ℓωs), ω ∈ [−ωs/2, ωs/2],

(9)

where ωs = 2π
Ts

< ωNyq is the sampling rate in rad/sec.
The summation in (9) is due to aliasing because of sub-
Nyquist sampling, and its finiteness is a consequence of
the bandlimitedness of f(t). Re-writing (9) in matrix-vector
notation, we have

y(ω) = Ax(ω) ∈ CM , ω ∈ [−ωs/2, ωs/2], (10)

where Am,ℓ = cm,ℓ, y(ω) = [F1(e
jωTs), · · · , FM (ejωTs)]T,

and x(ω) = [F (ω − Lωs), · · · , F (ω + Lωs)]
T ∈ C2L+1. The

sparsity of the spectrum F (ω) ensures that the vector x(ω) is
sparse for each ω ∈ [−ωs/2, ωs/2] provided that ωs ≥ 2πB
(See Fig. 7(d)). Algorithms and conditions for recovering x(ω)
from y(ω) are derived in [34], [35] where the authors showed
that the minimum number of the hardware channels should be
greater than the number of bands, that is, M ≥ 2N . Hence, for
reconstruction, the minimum sampling rate is 2NB, which is
twice the rate for unique identifiability. In practice, the number
of channels can be reduced below 2N , as low as one channel,
by designing a specific set of periodic signals pm(t) [34].

The periodic signals in an MWC are typically realized
using a sign-alternating sequence or pseudorandom noise (PN)
sequence generator. The PN sequence has to alternate signs a
sufficiently large number of times within a time period to en-
sure that the sparse spectrum is estimated from the compressed
measurements. Thus, these PN mixers operate at the Nyquist
rate of the maximum input signal frequency. For example,
for the multiband signal shown in Fig. 6, the mixers operate
at 2π/TNyq. By co-designing the analog preprocessing with
digital signal processing, QAIC applies a band-pass filter and
downconverts the high-frequency input signal. Specifically, by
assuming that the spectra of the multiband signal lie in a
frequency interval [ωmin, ωmax], where ωmax ≤ 2π/TNyq and
ωmin > 0, the downconverted signal spectrum lie in the range
[0, ωmax−ωmin]. With this change in the spectrum, the Nyquist
rate of the signal is reduced by ωmin, and the same amount
reduces the rate of the PN sequence. A comparison of the
lowpass filter-based MWC and a bandpass filter-based QAIC is
shown in Fig. 9. If ωmin ≫ 0 for the application of interest, the
power savings introduced by the band-pass QAIC architecture
due to the reduction of the clock rate and sequence length of
the PN sequence generator compared to the low-pass MWC
architecture would be significant up to an order of magnitude
for the analog preprocessing block interfacing with the sub-
Nyquist sampling ADC as demonstrated in [39].

In the FRI and multiband frameworks, power reduction is
achieved by reducing the sampling rates. However, in both
these approaches, analog front ends are used to facilitate sub-

Fig. 8. A hardware realization of the MWC consisting of M = 4 channels
[16], [17].
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Fig. 9. Hardware prototypes for Sub-Nyquist sampling known as com-
pressed sampling analog-to-information converter architectures; (a) Low-pass
Modulated Wideband Converter (MWC) [16], [17], (b) Band-pass Quadrature
Analog-to-Information Converter (QAIC) [39], [42].

Nyquist sampling. For example, in Fig. 7, M channels are
used where each channel consists of a multiplier, a lowpass
filter, and a PN sequence generator. These circuits can be built
by using existing low-power circuits and hence do not add
significant power gain to the overall circuits.

As in the case of FRI sampling, power saving is also
applicable for multiband signals when the minimum sampling
rate, 2NB Hz, is less than the Nyquist rate. Again, the
savings amount depends on the actual sampling rate ratio to the
Nyquist rate. In [16], [17], Mishali et al. proposed hardware
prototypes for MWC-based sub-Nyquist samplers for B = 19
MHz, N = 6, and 1/TNyq = 2 GHz, the signals can be
sampled and reconstructed at a rate of 280 MHz by using
a M = 4 channel MWC (See Fig. 8). By using the multiband
structure, there is a seven-fold reduction in the sampling rate,
which reduces the power requirements of the ADC by the
same amount.
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Fig. 10. An illustration of modulo folding of a bandlimited signal; the ADC’s
DR is [−λ, λ], and signal is folded to stay within the range.

IV. MODULO-ADC

The higher the DR of an ADC, the higher the number of
bits required to keep a low quantization error, which results in
high power consumption. Hence, it is desirable to keep the DR
low. However, to avoid clipping due to saturation, the signal’s
DR must be within that of ADC’s. In many applications, it is
not always possible to premeditate the signal’s DR and then
choose an ADC with a suitable DR. Moreover, the available
ADCs have a fixed DR in many scenarios. An attenuator can
be applied to address these mismatches in DRs that scale down
the signal to fit into ADC’s DR. This solution may not be
suitable when the amplitude of the signal varies significantly
over time. For such a signal, small components of the signals
are scaled down below the noise floor and hence cannot be
detected.

A. Theory and Algorithms

A modulo-folding operation was suggested by Bhandari
et al. [4] that folds the signal before sampling such that
its variations are contained within the ADC’s DR. To be
precise, let f(t) be an analog signal to be sampled, which
is bounded as |f(t)| ≤ A. The ADC’s DR is [−λ, λ] where
λ < A. To process f(t) through the ADC, it is first folded
as fλ(t) = Mλ (f(t)) where M(·) is the folding operation
defined as Mλ(a) = (a + λ) mod 2λ − λ for a real-valued
a. The folding operation ensures that |fλ(t)| ≤ λ. The folded
signal is then sampled using a low-DR ADC, which results
in measurements fλ(nTs) where 1/Ts is samples/sec. The
folding operation does not discard any information of the
analog signals; hence, the samples fλ(nTs) retain necessary
information of f(t). In fact, mathematically, it was shown
that bandlimited signals are uniquely identifiable from modulo
samples provided that they are sampled above their Nyquist
rate [4], [6]. Based on this discussion, the key message is that
the dynamic range of a modulo-ADC, an ADC preceded by
a modulo operation, is much higher (theoretically unlimited)
than the ADC’s DR. Hence, the modulo-based approach is
termed a high-DR ADC. An example of modulo folding for a
bandlimited signal is shown in Fig. 10 where the signal with
high-dynamic range is folded to stay within the ADC’s DR.

In the preceding paragraph, we mentioned that modulo-
DR’s ADC is unlimited (A/λ → ∞), provided that the
sampling rate is higher than the Nyquist rate. However, in
practice, recovery of f(t) from the folded samples fλ(nTs)
depends on A/λ and Ts. Typically, the reconstruction process
works in two stages: first, determine the true samples f(nTs)
from the folded samples by using an unfolding algorithm,
and second, use standard reconstruction to get f(t) from
f(nTs). For bandlimited signals, the latter part requires that
the sampling rate should be above the Nyquist rate. However,
for unfolding, the signals are required to be oversampled where
the oversampling factor (OF = fs/fNyq) varies from algorithm
to algorithm. Here fNyq is the Nyquist rate.

Unfolding algorithms [4]–[7] typically use the following
decomposition of the modulo signal or samples.

fλ(nTs) = f(nTs) + z(nTs), (13)

where z(t) is a piecewise constant function whose val-
ues are multiple of 2λ and hence z(nTs) ∈ 2λZ. Bhan-
dari et al. [4] proposed a higher-order differences approach
for unfolding. Let ∆d be the d-th order sample differ-
ence operator. Then we have that Mλ(∆

dfλ(nTs)) =
Mλ

(
Mλ(∆

df(nTs)) +Mλ(∆
dz(nTs))

)
. The second term

is zero as ∆dz(nTs) ∈ 2λZ. Hence, if

|∆dfλ(nTs)| < λ, (14)

then we get Mλ(∆
dfλ(nTs)) = ∆df(nTs). In other words,

we can determine the d-th order difference of the true samples
from the folded samples provided that (14) is satisfied. The
authors in [4] showed that the condition is satisfied for OF ≥
17, and they proposed an approach to recover f(nTs) from
higher-order differences. The sampling rate is high for this
algorithm, and the use of sample differences makes it unstable
in the presence of noise.

A robust and sample-efficient algorithm is proposed in [6]
where the authors used bandlimitedness and decay properties
of the samples f(nTs) to extract them from fλ(nTs). The
main idea of the method and the corresponding optimization
problem is discussed in the box Beyond Bandwidth Residue
Recovery (B2R2) Algorithm. In this algorithm, for an accept-
able accuracy of the reconstruction, the OF varies between
2 − 8 depending on the ratio θ = A/λ and the noise level.
The modulo-ADC framework can also be extended to FRI and
other classes of signals [7], [18]. For example, for the FRI
sampling framework, a modulo folding operation is applied
after the filtering stage (cf. Fig. 3), and an unfolding algorithm
is used before the DSP block. As in the bandlimited case, it is
required to sample above the rate of innovation for FRI signals
when using a modulo-ADC. As a consequence, FRI sampling
with modulo-ADC falls under the sub-Nyquist framework.

B. Power-Analysis of Modulo-ADC

We derive theoretical lower bounds on the power consump-
tion of a modulo-ADC and compare it with a conventional
ADC. To this end, we consider a conventional ADC with
sampling rate fs (which is equal to the Nyquist rate for a
bandlimited signal or equal to RoI for an FRI signal) and
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Beyond Bandwidth Residue Recovery (B2R2) Algorithm

We give a brief overview of the B2R2 algorithm [6] that can be used to unfold bandlimited signal samples. In the
discussion, we assume that signals have finite energy and bandlimited to frequency interval [−ωNyq, ωNyq]. In addition,
we assume that the sampling rate is above the Nyquist rate, that is, ωs > 2ωNyq. The following two properties of a
finite-energy bandlimited signal are used in this algorithm.

1) Time-domain decay property: From the Riemann-Lebesgue Lemma we have that lim|t|→∞ f(t) = 0. The time-
domain decay implies that for every λ > 0 there exists an integer Nλ such that |f(nTs)| < λ, for all |n| > Nλ.

2) Frequency-domain decay property: Since the signal is sampled above the Nyquist rate, the discrete-time Fourier
transform of the samples f(nTs) are zero beyond the bandwidth, Mathematically, F (ejωTs) = 0 for ωNyq <
|ω| < ωs/2.

By using the decomposition in (13) and the time-domain decay property, we have that z(nTs) = 0, |n| > Nλ as
fλ(nTs) = f(nTs) for those samples.
Further, by using the bandlimitedness of the samples, we get Fλ(e

jωTs) = Z(ejωTs), ω ∈ ρ = (−ωs/2,−ωNyq) ∪
(ωNyq, ωs/2). Hence, the samples of the residue are compactly supported over n ∈ [−Nλ, Nλ], and its DTFT is
known over a finite-length interval ρ. Let vectors fλ, z ∈ R2Nλ+1 denote samples fλ(nTs) and z(nTs), respectively,
for n ≤ |Nλ|. In addition, let Fρ be a partial DTFT operator that evaluates Fourier measurements at frequencies in
the set ρ. Then, from the above discussion, we can write the following optimization problem

min
z

C(z) =
1

2
∥Fρfλ −Fρz∥2 s.t. z ∈ SNλ

, (11)

where SNλ
is a set of sequences that have support on the interval [−Nλ, Nλ].

Problem (11) can be solved using a projected gradient descent (PGD) method starting from an initial point z0 ∈ SNλ
.

The steps at the k-th iteration are

yk = zk−1 − γk∇C(zk−1)

zk = PSNλ
(yk),

(12)

where γk > 0 is a suitable step-size, ∇C(z) = F∗
ρFρ(z− fλ) is the gradient of C(z) and PSNλ

(·) is the orthogonal
projection onto SNλ

.
After estimating z(nTs) from the modulo samples, the unfolded samples are determined by (13).

input signals dynamic range A, as shown in Fig. 11. For
a n-bit flash-type quantizer, the total power consumption is
given by (3), which is also indicated in the table in Fig. 11.
To determine the power of the modulo-ADC, we determine
the power consumption of its constituents: a modulo-folding
circuit and a conventional low-DR ADC (cf. Fig. 11). The
low-DR ADC has a DR range [−λ, λ] with n bit resolution
and operates at an oversampling rate OF fs. Following the
derivations presented in Section II and assuming that the
capacitance values of the low-DR ADC are the same as that
of the conventional ADC, the power of the sampler and the
comparator of the low-DR ADC are given as

24kT OF fs 2
2n

θ2
, and

4n ln 2OF fsCC 2λVeff

θ
,

respectively. By comparing these expressions with those of the
conventional ADC, we note that the power consumption of the
low-DR ADC P

′
is given as

P ′ =
OF
θ2

P, (15)

where P = PS + PC is the power of a conventional ADC.

From the analysis up to this point, we infer that for OF < θ2,
the S/H with quantization part of a modulo-ADC consumes
less power than a conventional ADC. For example, in the

modulo-ADC hardware prototype presented in [19], θ ≤ 8
and OF ≤ 5, which is a factor of 12.8 reduction in power
consumption. However, the feedback circuitry of a modulo-
ADC will add additional power requirements, which we will
consider next.

The goal of the modulo-circuit, or the feedback circuit, is
to fold an input signal f(t) ∈ [−A,A] to a dynamic range
[−λ, λ]. The circuit consists of two comparators and a digital
voltage generator (DVG). The input to the comparators is
the modulo signal fλ(t). The comparators trigger whenever
their input signal crosses ±λ. The DVG reacts to the trigger
signals and generates a residual signal z(t) ∈ 2λZ, which is
added to the input signal to keep it within [−λ, λ]. Hence,
we focus on the power utilization of the capacitors and the
DVG. To this end, it is required to find an expression of the
operating frequency fFB of the feedback loop. The frequency
fFB depends on how fast the capacitors have to switch,
and it could be higher than the sampling rate of the ADC
(= OFfs). Specifically, for any signal f(t), fFB denotes an
upper bound on the number of times it crosses amplitude levels
±(2m+ 1),m ∈ N. To derive an upper bound in fFB for a
bandlimited signal, we use the fact that the number of zeros
of a bandlimited function is equal to the Nyquist rate. Then,
by using a derivation similar to that in [7, Appendix], it can
be shown that fFB = 2θfNyq where fNyq is the Nyquist rate.
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Fig. 11. Power consumption in a modulo sampling ADC and conventional ADC.

Based on fFB , the power consumption of the comparators can
be modeled similarly to (2). However, the power consumption
of the comparator is proportional to ln θ instead of 2n ln 2
since the comparators need to resolve the voltage of 2λ and
generate a voltage level of A at the output. Therefore, we
rewrite the lower bound as (16) where CC,FB is the latch
comparator load capacitance. The power consumption of the
DVG is modeled as the power consumption of a Capacitive
Digital-to-Analog Converter (C-DAC) since it scales down or
up the output voltage in multiples of 2λ with reference voltage
A. We estimate the average power consumption of the DVG as
(17) where CDAC and N are the total C-DAC capacitance and
bit resolution of the C-DAC in the feedback circuit respectively
[43],

PC,FB = ln θ fFB CC,FB Veff A, (16)

PDVG = PDAC = 0.66
fFB CDAC A2

N + 1
, (17)

PFB = PDVG + 2PC,FB. (18)

The total power consumption of the feedback circuit shown
in (18) is the sum of DVG and two comparators. The total

power consumption of the modulo-ADC is given as

Pmod-ADC = P ′ + PFB =
OF
θ2

P + PFB. (19)

For a fixed fs, A, and n, we note that power reduction in
the sampling and quantization part of the modulo-ADC is
inversely proportional to θ2 whereas that in the modulo-circuit
is proportional to θ ln θ. The capacitance of the C-DAC can
be minimized to reduce the power consumption of the DVG
of a modulo-circuit under the noise and linearity limitations.
For example, with a unit capacitance value of 10 fF, a 4-bit
C-DAC can be used that allows up to θ = 16. In this case,
we have CDAC = 24(10 fF) = 160 fF. Now, if A and fFB

are assumed to be in 3.3V and 10MHz ranges, respectively,
this results in PDVG ≃ 2.3µW which is much less compared
to the power consumption of the state-of-the-art ADC in [23]
that operates close to this frequency range. Hence, by carefully
optimizing the feedback circuit, a modulo-ADC can have
lower power requirements compared to a conventional ADC
for any θ > 1.

In the context of power saving for modulo-ADC, we would
also like to emphasize that the oversampling factor, which
depends on the unfolding algorithm, may not be independent
of θ. In fact, as shown via simulations in [6], the OF for most
algorithms increases with θ. In such cases, the power saving
in a modulo ADC still holds if OF does not increase faster
than θ2. Hence, designing sample-efficient algorithms plays a
key role in the power-saving aspect of a modulo-ADC.
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Fig. 12. A hardware prototype of modulo-ADC [19].
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Fig. 13. A schematic of IF-TEM

A few works presented hardware prototypes of modulo-
ADCs [5], [18], [19]. The emphasis in these works is to show
that one can fold the analog signal to a low-dynamic range and
the applicability of the unfolding algorithms. In [5], [18], the
authors consider different signal models, hardware limitations,
and algorithms; however, they did not provide details of the
hardware implementation. Moreover, the results are presented
for signals up to 300 Hz. A hardware prototype, shown in
Fig. 12, for signals up to 10 kHz, with detailed circuitry, is
presented in [19]. The authors showed that, for FRI signals,
the system operates six times below the Nyquist rate, and the
modulo ADC can sample signals that are eight times larger
than the ADC’s DR.

V. ASYNCHRONOUS SAMPLING

Sampling approaches discussed in the previous sections are
based on uniform sampling where a continuous-time signal
f(t) is represented by f(nTs), Ts > 0, n ∈ Z. A key
advantage of uniform sampling is that it allows the application
of standard Fourier analysis. This, in turn, relates the spectra
of f(t) and f(nTs) and often leads to closed-form expressions
for reconstruction, such as Shannon-Nyquist recovery. Despite
being widely used, a shortcoming of uniform sampling is that
it measures samples at the same rate, usually dictated by the
maximum signal component, and ignores whether the signal is
changing rapidly or not locally. Specifically, the instantaneous
bandwidth of most real-world signals varies across time, even
if their overall bandwidth is fixed. In such scenarios, it is
power-efficient to measure samples at a low rate in the regions
with small changes and vice-versa.

To this end, event-based samplers such as level-crossing
sampling [8] and integrated and fire time-encoding machines
(IF-TEM) [9]–[12] are applied where the sampling locations
are a function of the analog signal. In these frameworks,
analog signals are represented by a set of time instants {tn}
instead of their values at a specific time instants as in uniform

t

f
(t
)

Fig. 14. IF-TEM samples of a bandlimited signal: the samples are dense
when the signal changes rapidly compared to the regions of slow variations.

and random sampling. For example, in a popular level-crossing
sampling architecture called zero-crossing detector, the signal
is represented by its zero-crossing instants [8]. In general level-
crossing, a signal is represented by time instants at which the
signal crosses a set of predefined amplitude levels.

VI. THEORY AND ALGORITHMS

The level-crossing-based approach requires multiple com-
parators, one for each level, which could be inefficient for
hardware implementation, although more power-efficient im-
plementations were demonstrated [44]. On the other hand, IF-
TEMs use a single comparator to time encode analog signals.
In an IF-TEM, an analog signal f(t) is added to a bias b
such that b + f(t) ≥ 0. This is ensured by choosing the bias
as b > A where |f(t)| ≤ A. Thus, bias b is determined
by the input signal dynamic range. The positive signal is
scaled as 1

κ (b + f(t)) where κ > 0 and then integrated. The
resulting signal is compared with a threshold ∆ as shown
in Fig. 13. When the value of the output of the integrator
reaches threshold ∆, defined by input signal level, bias b,
and signal bandwidth, the time instant is recorded, and the
integral is reset. The process is repeated to get the time
encodings {tn}, which are digital representations of f(t) and
is a function of IF-TEM parameters {b, κ,∆}. As discussed
next, the reconstruction of f(t) is based on non-uniform
sampling-based recovery methods.

Following the sampling mechanism of IF-TEM discussed
above, f(t) and its time encodings are related as

1

κ

∫ tn

t=tn−1

(b+ f(t)) dt = ∆. (21)

From this equation and by using the boundedness |f(t)| < c,
the difference between consecutive firings are related as

κ∆

(b+A)
≤ tn − tn−1 ≤

κ∆

(b−A)
. (22)

By using these bounds, the maximum and minimum number
of time encodings per second or firing rates (FR) are given as

FRmax =
(b+A)

κ∆
, and FRmin =

(b−A)

κ∆
, (23)

respectively. The notion of FR has a similar meaning to that of
sampling rate in uniform sampling or sampling density (aver-
age number of samples per second) in random sampling. The
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FRI Signal Reconstruction From IF-TEM Samples

To determine FRI parameters from IF-TEM samples, we assume that the FRI signal is filtered through an SoS
kernel as in (6) and the output signal y(t) (cf. (7)) is sampled using IF-TEM. Let the time encodings be {tn}Nn=1.
Using (21), we compute the following amplitude measurements from time encodings: yn = κ∆ − b(tn − tn−1) =∫ tn
t=tn−1

y(t) dt, n = 1, · · · , N − 1. From trigonometric polynomial form of y(t) in (7), the Fourier samples are
related to the measurements as

yn =
∑

k∈{−K,··· ,K}\0
F (kω0)

(
ejkω0tn+1 − ejkω0tn

)

jkω0
+ F (0) (tn+1 − tn) , n = 1, · · · , N − 1, (20)

where K ≥ L. It was shown that the Fourier samples {F (kω0)}Kk=K are uniquely determined from the measurements
{yn}N−1

n=1 using (20) if N ≥ 2K + 2 [12]. The condition N ≥ 2K + 2 can be satisfied by choosing the IF-TEM
parameters as FRmin > 2K+1

tmax
where tmax is maximum time delays of the FRI signal. The latter condition is similar

to that for reconstructing bandlimited signals from IF-TEM samples where it is required that FRmin is greater than
the Nyquist rate.
After the Fourier samples are obtained from the time encodings, the FRI parameters can be computed using either
Prony’s approach or other robust methods, as discussed previously.

Fig. 15. Architecture and power consumption estimation comparison between conventional Flash ADCs and IF-TEM, showing corresponding power savings
for the latter system.

difference is that FR is signal-dependent, whereas sampling
density or rate is fixed. The FR is higher when the signal
changes rapidly compared to when there are slow variations
in the signal. An illustrative example is shown in Fig. 14.

For perfect reconstruction of f(t), the IF-TEM parameters
should be chosen such that FRmin is above a certain rate. For
example, Lazar and Tóth [9] used an iterative algorithm for
the reconstruction of bandlimited signals and showed that the
algorithm converges to the true signal provided that FRmin

is above the Nyquist rate. Similarly, [12] showed that FRI
signals could be reconstructed from their time encodings if
the minimum firing rate is set above the rate of innovation.
The reconstruction approach is summarized in the box FRI
Signal Reconstruction From IF-TEM Samples.

A. Power Efficiency of IF-TEMs

In the following, we determine the power an IF-TEM circuit
consumes and compare it with that in a conventional ADC for
the same input signal. The details of our analysis are depicted
in Fig. 15. For the conventional ADC, we use (3) to represent
its power consumption. For the IF-TEM, we note that there are
three components: (i) an adder with a bias, (ii) an integrator
with a reset rate αfs, where α is a non-uniform sampling
activity factor that reflects non-periodical sampling activity,
and (iii) a comparator with a threshold ∆. Among these, the
integrator and comparator are power-hungry blocks, and we
shall focus on them in the following analysis.

Quantization of time-encodings utilized in IF-TEMs is
usually not carried out in the same way as in conventional
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Fig. 16. IF-TEM sampling by using burst signals with positive amplitudes:
We observe that there are no samples when the signal is inactive, whereas
conventional ADC would sample during the entire time interval.

ADCs, but specialized time-to-digital circuits (TDCs) are used
[45]. The underlying principle in TDCs is that time can be
divided into measurable intervals that are quantized into digital
representations or bits. There are several ways of realizing
a TDC, such as analog-based, counter-based, or delay-line.
(please refer to [45] for details). Among these, most digi-
tal implementation-based TDCs have an order of magnitude
lower power consumption than typical analog circuits. This
is the reason we did not account for the TDC in the power
calculation of the IF-TEM framework.

For the calculation of the power consumption, we note that
the integrator can be viewed as an active sample-and-hold
(a capacitor and a switch) with n = 1 bit resolution [46],
since the number of comparators defines the system resolution,
similar to conventional flash ADCs. Hence, integrator power
consumption is given as

PINT = 96kTαfs, (24)

where αfs is the switching or reset rate of the integrator. It
is purposely written in terms of the sampling rate fs of the
conventional ADC (See Fig. 15). The sampling activity factor
α shows how the non-uniform switching rate of an integrator
relates to the sampling frequency of conventional ADCs.
For example, in the case when the average switching rate
of an integrator approaches the conventional ADC sampling
frequency fs in case of a fast-changing signal, as illustrated
in Fig. 14, α approaches or goes above the value of 1. If
the average sampling rate (switching rate) of an IF-TEM is
much lower than that of the conventional ADC in the case of
burst signals, with activity only in some time intervals (as in
Fig. 16), then α≪ 1, an important case for event-driven low-
power data conversion systems. Our power analysis reflects
these changes in the activity factor.

Overall, The sampling activity factor α > 0 is a quantity
that depends on the signal to be sampled and the reconstruction
methods, as discussed in the following. The reset rate has a
similar notion as the fFB in the case of modulo-ADC discussed
in Section IV. To compute the comparator’s power consump-
tion, we use (2) with an assumption that the comparator has
the same characteristics as the comparators in the flash ADC.
Then, for n = 1, the comparator power is given as

PC,IF-TEM = 8 ln 2Veff CC αfsA. (25)

Fig. 17. A hardware prototype of IF-TEM Sampler [20].

The total estimated power of the IF-TEM is

PIF-TEM = PINT + PC,IF-TEM,

= 96kTαfs + 8 ln 2Veff CC αfsA,

=
α

22n−2
PS +

2α

(2n − 1)n
((2n − 1)PC) , (26)

where PS and (2n− 1)PC are power requirements of the S/H
and quantizer parts (cf. (1)), respectively, in a conventional
ADC. We assumed that the comparators were the same for
both the conventional ADC and the IF-TEM.

From (26), we note that for α < max(22n−2, (2n − 1)n),
where n > 1, PIF−TEM is smaller than the power of a
conventional ADC. The power saving is largely due to the fact
that there is only a single comparator in the IF-TEM compared
to the conventional flash-ADC, where there are 2n − 1. Even
if one uses a different quantizer than the flash-type one, the
number of comparators can be reduced at the expense of other
circuitry; still, the power saving of IF-TEM can be reduced
if α < 1. Hence, in the aforementioned analysis, α plays a
key role, and next, we discuss its dependency on the class of
signals and reconstruction algorithm.

First, we consider bandlimited signals whose Nyquist rate
is fNyq, and hence the conventional ADC operates at the
minimum rate fs = fNyq. For these signals, as discussed
earlier, reconstruction from IF-TEM samples is possible if
FRmin > fNyq [9]. If for a given signal’s dynamic range A, we
choose IF-TEM parameters {b, κ,∆} such that FRmin > fNyq
is satisfied, then from (23) we know that the firing rate
could be much higher than the Nyquist rate. Specifically, in
α > b+A

b−A > 1. This implies that IF-TEM always fires even
if the input signal’s amplitude does not change significantly.
This fact is also depicted in Fig. 14. For bandlimited signals, a
large value of α above one reduces the effective power saving
even if α < max(22n−2, (2n − 1)n).

On the other hand, signals that are not necessarily bandlim-
ited but are bursty in nature, where the signal’s amplitude
is above a certain level only in a few intervals, are much
more suited for sampling by using an IF-TEM. Assume that
the reconstruction is not a sinc-based interpolation as in the
Shannon-Nyquist framework but uses a local interpolation
such as a linear or a spline-based one. In such scenarios,
FRmin can be set to zero, which implies there are no firings
when the signal is not active, and the signal is reconstructed,
up to a given accuracy, from the time encodings in the
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Fig. 18. A general framework of task-based quantizer

active period. In this case, α < 1. An example of such a
burst signal, which is similar to an FRI signal, is shown in
Fig. 16, where the signal is active in certain time intervals
and zero elsewhere. We assume that the signal is positive
such that 0 ≤ f(t) ≤ A and hence bias is not added,
that is, b = 0. Then, for κ = 1 and a particular value
of ∆, we note that there are no firings during the inactive
period of the signal. This implies that the integrator and the
comparator were not activated, i.e., in sleep mode, in those
intervals. However, if a conventional ADC is used to sample
such signals, then they operate in both active and inactive
modes and consume relatively higher power. Because of this
reason, time-encoding-based ADCs, including IF-TEMs, are
preferable in event detection applications such as bio-signal
monitoring in wearable devices, voice-activity detection by
voice-based virtual assistant platforms, and more. On another
application front, even-based cameras are an emerging field
where it is shown that they have higher resolution and lower
power consumption than conventional cameras.

Several integrated circuit implementations of level-crossing-
based systems are available [47]. However, there is very little
work on IF-TEMs. In [20], a hardware prototype of an IF-TEM
ADC was presented, where reconstruction of FRI signals from
time encodings was demonstrated (see Fig. 17). The authors
showed that the firing rate is ten times below the Nyquist rate
of the signals.

VII. LOW-BIT QUANTIZATION

In the previous sampling frameworks, the focus was on
reducing the sampling rate and the dynamic range of the signal
to reduce power consumption. In this section, we discuss meth-
ods to reduce the number of quantization bits by exploring
the task at hand. For signal reconstruction with acceptable
accuracy, samples should be encoded with a sufficiently large
number of bits. However, in many applications, the task is not
signal reconstruction but extracting some information from the
analog signal [13]. For example, in a MIMO communication
system, it is necessary to estimate the channel, which is a
low-dimensional task compared to underlying analog signal
recovery. In such applications, task-based quantization was
proposed where by using analog combiners and joint optimiza-
tion of an analog front end and digital back end, the number
of quantization bits can be significantly reduced [13].

A. Theoretical Framework of Task-Based Quantizer

To understand the task-based low-bit quantization system,
let us consider a discrete model where we assume that the
signals are already sampled [13]. The assumption helps us in
focusing only on the quantization part. The general framework

of task-based quantization is shown in Fig. 18 where the goal
is to estimate a low-dimensional vector or task s ∈ RK from
measurements x ∈ RN where K < N . The information s is
statistically dependent on observations x via a conditional dis-
tribution fx|s. For example, x represents directions of arrivals,
and y is a snapshot of N sensors or antennas for the case of
radio receivers. Instead of individually quantizing entries of x
by using N scalar quantizers, the measurement y is projected
to a low-dimensional space by using a combiner ha : RN →
RP . Each component of the combiner, (ha(x))p, 1 ≤ p ≤ P is
independently quantized by a scalar quantizer Q1

MP
(·) to get

quantized measurements Q1
MP

((ha(x))p) , 1 ≤ p ≤ P . Here,
MP represents the number of levels of each quantizer. The
vector s is estimated from the quantized measurements as

ŝ = hd

(
Q1

M̃p
((ha(x))1) , · · · , Q1

M̃p
((ha(x))p)

)
, (27)

where hd(·) : Rp 7−→ Rk is an estimator. The aforementioned
system is hardware-limited by assuming that the number of
quantization levels available, M , is fixed. This implies that,
MP should satisfy the inequality MP ≤M

1
P .

The goal of a hardware-limited task-based system is to
jointly optimize the combiner ha(·), quantizer QMP

, and
estimator hd(·). The problem is intractable without making
explicit assumptions about the stochastic model fx|s. For
example, one can consider a linear model x = As+w where
w is noise [13]. Such models are common in many estimation
tasks. Further, the combiner and estimator are assumed to
be linear and represented by matrices. Within this linear
setting, authors in [13] derived expressions for the combiner
matrix and estimator that minimizes mean-squared error in the
estimation of s for a fixed M . The results are also extended
to the measurements related to s in a quadratic fashion [14].
In a nutshell, by reducing the dimension of the measurements
from N to P , one can assign more bits during quantization
when the overall number of bits is fixed. This improves the
estimation accuracy.

Deep learning-based methods are also applied when the
observations and unknowns, such as channel parameters, can
not be represented linearly or quadratically [48]. Further, at
the application front, task-based methods are applied to mas-
sive MIMO communications for estimation of the underlying
channel from the high-dimensional received signals [49].

B. Task-Based ADC Hardware

A hardware prototype for MIMO channel reduction with
the task of estimating the underlying channel is presented in
[21].

One of the main goals of the low-bit quantization using a
task-based (Task-Specific) framework is to reduce the overall
system’s power consumption. Implications of task-based re-
ceiver system design are considered in detail in this section.
First of all, as previously mentioned, the power consumption
of the ADCs is directly proportional to the number of bits, as
suggested by Walden’s FoM [2].

The task-based framework discussed in the earlier section
was shown to reduce the quantization rate quite signifi-
cantly (x2-6 times). However, additional analog processing
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Fig. 19. Task-Specific hybrid MIMO receiver system utilizing low-
quantization rate ADCs and power-efficient analog combiner [50].

is required for such systems, resulting in increased analog
hardware complexity directly tied to power consumption,
which is especially critical in MIMO receivers since analog
processing overhead is proportional to the hardware processing
channels. In fact, power efficiency, hardware complexity, and
signal recovery accuracy are critical performance trade-offs for
MIMO modern communication systems.

In [50], energy-efficient analog processing together with
low-quantization ADCs and task-specific processing in appli-
cation to MIMO receivers, was developed. The recent MIMO
developments particularly focus on communication in con-
gested environments, where both desired signals and undesired
jammers arrive from various directions at the receiver.

Generally, the signal model at the MIMO receiver can be
described as vector x is an input observation vector consisting
of a linear combination of K desired signals (tasks) arriving
from corresponding angles θK . In addition, a set of M
undesired signals (spatial blockers) arriving from respective
angles ϕK , as shown in Fig. 19. Input observation signals are
first processed in the analog combiner A, performing linear
matrix multiplication with signal dimensionality reduction,
similar to the ha(·) combiner in the task-based quantization
system discussed earlier (Fig. 18). The output of the analog
combiner is quantized using low-resolution ADCs (modeled as
a scalar quantizer Qb(·)) and processed in the digital domain
using matrix B, similar to estimator hd(·), obtaining desired
signal (task) estimate ŝ = BQb(Ax).

Several hardware design considerations were accounted for

Algorithm 1: Analog combiner setting

Data: Fix A(0)

1 for k = 1, 2, . . . , kmax do
2 Update A(k) ← OL

(
A(k−1)

)

3 if mod (k, kproj) = 0 then
4 Project via A(k) ← PA(A(k))
5 end
6 end

Output: Analog combiner A(kmax).

in the solution algorithm. First, the system targets low-bit
ADC task recovery without compromising recovery accuracy.
Second, while MSE focuses on task recovery, spatial blocker
impression in the analog domain before analog-to-digital con-
version is embedded to avoid receiver desensitization and
increased dynamic range requirement of the ADCs. Finally, the
system targets a highly power-efficient operation of the analog
combiner to reduce the overhead from analog pre-processing.
The details of the Task-Specific MIMO optimization algorithm
are provided in the box and algorithm Task-Specific MIMO
Recovery.

The power consumption of a MIMO receiver can be esti-
mated from the power consumption of the sub-blocks of the
system. A conventional MIMO receiver hardware, shown in
Fig. 20 (top left), consists of an analog signal acquisition
block, such as low-noise amplifiers, variable gain amplifiers,
and phase shifters that perform some form of signal processing
in the analog domain, for example, for beamforming. For
analysis simplicity, we considered an implementation using
Vector Modulators (VMs), a circuit component that applies
simultaneous complex gain and phase shift on the input signal.
The next crucial component is a mixer, which performs signal
downconversion from carrier to baseband frequencies. Signals
are then amplified using baseband amplifiers and quantized
using ADCs. With N input signals and N output streams,
conventional MIMO system power consumption is expressed

Task-Specific MIMO Recovery Algorithm

Task-specific MIMO receiver design constraints can be accounted for in the convex optimization framework by
formulating a loss measure:

L(A) = MSE(A) + γIIntRej(A) + γS∥A∥1,1. (28)

Here ∥ · ∥1,1 is the entry-wise ℓ1 norm operator, while γI , γS ≥ 0 are regularization coefficients, balancing the
contribution of task recovery MSE, spatial interferer rejection, and sparsity level of the analog combiner in the
overall loss measure. In addition, although (28) is expressed in the convex term, the final solution, accounting for
finite VM resolution, is defined over a discrete domain space. The final objective is formulated as:

A = argmin
A∈AP×N

L(A) (29)

The recovery algorithm performs kmax rounds of a convex optimizer for minimizing L(A) over CP×N , with periodic
projections onto the discrete A. Algorithm 1 summarizes the design procedure.
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Fig. 20. Architecture and power consumption estimation comparison between conventional MIMO and Task-Specific MIMO.
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lower
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> 4x lower quantization rate

Fig. 21. MSE vs. the total number of quantization bits for recovering 2
desired signals in the presence of 2 spatial interferers [50]. Task-specific
solutions are compared to conventional hybrid and fully digital recovery
approaches.

as:

PConvMIMO = N PVM +N PMIX + 2N PBB + 2N PADC,
(30)

where PVM is the power consumed by the vector modulator,
PMIX is the downconversion mixer consumption, and PBB and
PADC are baseband amplifiers and ADCs power consumption,
respectively, each doubled to account for the quadrature I and
Q paths.

The Task-Specific MIMO receiver, on the other hand, first
processes input signals in the analog combiner, which per-
forms analog pre-processing with dimensionality reduction.
For a system with N input signals and K output streams,
where K < N , the number of required VMs is N × K.
However, due to the lower number of output signals, only K
baseband processing chains are needed. In addition to that, one
has to consider optimal analog pre-processing circuit design,
such that the power overhead from the pre-quantizing analog
combiner would not exceed power savings enabled by the low
quantization rate. Overall analog combiner power consumption
depends on the number of active VM elements in A and
individual VM power consumption, which is proportional to

the VM resolution. By utilizing sparsification of A (zeroing
particular elements of matrix A), implemented as keeping the
corresponding VM in sleep mode, and incorporating fine and
coarsely quantized VMs, additional power savings in the ana-
log combiner can be achieved. Hardware non-idealities, in this
case, are accounted for in the back-end convex optimization
algorithm.

The resulting system power consumption expression is:

PTSMIMO = γSP N K PVM +K PMIX

+ 2K PBB + 2K PADC, (31)

Here, γSP is the analog combiner sparsity coefficient: γSP =
1 denotes a non-sparse A, while, a practical value of γSP =
0.75, which corresponds to 25% sparsity, was used in the
system. Fig. 20 features Task-Specific MIMO receiver diagram
(top right) and system parameters with power consumption
estimation expressions. It is important to note that Task-
Specific MIMO incorporates additional power savings from
low-resolution VMs and ADCs.

The proposed solution implementation was simulated in
Matlab in [50]. The numerical results in Fig. 21 show that the
quantization rate can be reduced by a factor of 4 compared
to conventional fully digital MIMO for the same accuracy. In
addition, power consumption estimation based on state-of-the-
art integrated components shows that more than 58% power
reduction can be achieved compared to the task-agnostic solu-
tion by incorporating sparsity of the analog combiner, variable-
resolution VMs, and low-resolution ADCs while suppressing
interferers by more than 36 dB [50].

Regarding the ADC power consumption estimation, we
recall from the discussion above that typical Flash ADC
power is estimated as PSH + (2n − 1)PC ADC, where n is
the number of bits. Although theoretical power-saving gain
should be exponentially proportional to the reduction of the
number of bits, practical ADC implementations exhibit power
consumption overhead coming from other peripheral circuits
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(digital processing and biasing network), especially at a low
resolution when consumption of those sub-blocks becomes
more dominant. This creates a power consumption floor for
low-resolution ADCs, as demonstrated in the ADC perfor-
mance survey [23].
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IX. CONCLUSION

Low-power ADCs are key for emerging applications. In this
review, we discussed four approaches that can be applied to
reduce the power consumption of ADCs. Among these tech-
niques, three directly reduce power by reducing the sampling
rate, dynamic range, and resolution of an ADC, whereas the
fourth method relies on a time-based discrete representation
of the signal. Any two or more of these methods can be
combined together to make the sampling process even more
power efficient. A common feature of the four frameworks is
to have a preprocessing analog front-end, a low-power ADC,
and a digital signal processor. For all these four frameworks,
we discussed power consumption and hardware prototypes
that are developed in our labs. These power-efficient ADCs
play a crucial role in designing compact, portable medical and
communication devices.
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