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Abstract—The smoothing task, which considers recovery of a sequence of hidden state variables from a sequence of noisy observations, is core to many signal processing applications. A widely popular smoother is the Rauch-Tung-Striebel (RTS) algorithm, which achieves minimal mean-squared error recovery with low complexity in dynamic systems that are represented as linear Gaussian state space (SS) models. However, this model-based algorithm is limited in systems that are only partially known, as well as non-linear and non-Gaussian. In this work we propose RTSNet, a highly efficient model-based and data-driven smoothing algorithm suitable for partially known SS models. RTSNet integrates dedicated trainable models into the flow of the classical RTS smoother, while iteratively refining its sequence estimate via deep unfolding methodology. As a result, RTSNet learns from data to reliably smooth when operating under model mismatch and non-linearities while retaining the efficiency and interpretability of the model-based RTS algorithm. Our empirical study demonstrates that RTSNet overcomes non-linearities and model mismatch, outperforming classic smoothers operating with both mismatched and accurate domain knowledge. Moreover, while RTSNet is based on compact neural networks, which leads to faster training and inference times, it is shown to outperform previously proposed deep smoothers in non-linear settings.

I. INTRODUCTION

A broad range of applications in signal processing and control require estimation of the hidden state of a dynamical system from noisy observations. Such tasks arise in localization, tracking, and navigation [2]. State estimation by filtering and smoothing date back to the work of Wiener from 1949 [3]. Filtering (also known as real-time tracking) is the task of estimating the current state from past and current observations, while smoothing deals with simultaneous state estimation across the entire time horizon using all available data.

Arguably the most common and celebrated filtering algorithm is the Kalman filter (KF) proposed in the early 1960s [4]. The KF is a low-complexity implementation of the minimum mean-squared error (MMSE) estimator for time-varying systems in discrete-time that are characterized by a linear state space (SS) model with additive white Gaussian noise (AWGN). The Rauch-Tung-Striebel (RTS) smoother [5], also referred to here as the Kalman smoother (KS), adapts the KF for smoothing in discrete-time. The KS implements MMSE estimation for linear Gaussian SS models by applying a recursive forward pass, i.e., from the past to the future by directly applying the KF, followed by a recursive update backward pass.

While the classical KF and KS both assume linear SS models, many problems encountered in practice are governed by non-linear dynamical equations. Therefore, shortly after the introduction of the original KF and KS, non-linear variations of them were proposed [2, Ch. 10]. Since the KS extends the KF, its non-linear variations are based on the corresponding non-linear variations of the KF. These include the extended KS (EKS), which is an adaptation of the extended KF (EKF) to smoothing [6], [7], and the unscented KS (UKS) that is based on the unscented KF (UKF) [8]. An alternative family of methods, for state estimation in non-linear, non-Gaussian SS models, are those based on sequential sampling, such as the family of particle smoothers (PSs) [9]–[11].

The KS and its variants are model-based (MB) algorithms; namely, they rely on accurate characterization of the underlying dynamics as a SS model and full knowledge of it. Real world systems in many practical use cases are complex, non-linear, and may be difficult to characterize faithfully with a fully known tractable SS model. Consequently, despite its low complexity and theoretical soundness, applying the KS in practical scenarios may be limited due to its critical dependence on accurate knowledge of the underlying SS model. A common approach to deal with partially known SS models is to impose a parametric model and then estimate its parameters. This can be achieved by jointly learning the parameters and state sequence using expectation maximization [12], [13] and Bayesian probabilistic algorithms [14], [15], or by selecting from a set of a priori known models [16]. When training data is available, it is commonly used to tune the missing parameters in advance [17], [18]. These strategies are restricted to an imposed parametric model on the underlying dynamics (e.g., linear models with Gaussian noises), and thus may still lead to mismatched operation. MB algorithms designed to cope with some degree of uncertainty in the SS models, e.g., [19], [20], are typically designed for the worst case deviation between the postulated model and the ground truth, rarely approaching the performance achievable with full domain knowledge. Furthermore, the non-linear variants of the KS do not share its MMSE optimality, and their performance degrades under strong non-linearities.

Data-driven (DD) approaches are an alternative to MB algorithms, relaxing the requirement for explicit and accurate knowledge of the underlying model. Many of these strategies are now based on deep neural networks (DNNs), which have shown remarkable success in capturing the subtleties of complex processes [21]. When there is no characterization of the dynamics, one can train deep learning systems designed...
for processing time sequences, e.g., recurrent neural networks (RNNs) [22] and attention mechanisms [23], for state estimation in intractable environments [24]. Yet, they do not incorporate domain knowledge such as structured SS models in a principled manner, while requiring many trainable parameters and large data sets even for simple sequence models [25] and lack the interpretability of MB methods. It is also possible to combine DNNs with variational inference in the context of state space models, as in [26]–[30]. This is done by casting the Bayesian inference task as the optimization of a parameterized posterior and maximizing an objective. However, the learning procedure tends to be complex and prone to approximation errors since these methods often rely on highly parameterized models. Furthermore, their applicability to use cases with a bounded delay on hardware-limited devices is limited.

An alternative DD approach for state estimation in SS models uses DNNs to encode the observations into some latent space that is assumed to obey a simple SS model, typically a linear Gaussian one. State estimation is then carried out based on the extracted features [31]–[35], and can be followed by another DNN decoder [30]. This form of DNN-aided state estimation is intended to cope with complex and intractable observations models, e.g., when processing visual observations, while one should still know (or estimate) the state evolution. When the SS model is known, DNNs can be applied to improve upon MB inference, as done in [36], where graph neural networks are used in parallel with MB smoothing. However, this approach requires full knowledge of the SS model, as in MB smoothers.

Real world smoothing applications often involve partially known dynamics, where one has access to an approximation of some parts of the SS model based on, e.g., understanding of the underlying physics or established motion models. In such scenarios, both MB smoothing and DD methods based on DNNs may be limited in their performance and suitability. In our previous work [37] we derived a hybrid MB/DD implementation of the KF following the emerging MB deep learning methodology [38], [39]. The augmentation of the KF with a dedicated DNN was shown to result in a filter that approaches MMSE performance in partially known dynamics, while being operable at high rates on limited hardware [40]. Further, the interpretable nature of the resulting architectures was leveraged to provide reliable measures of uncertainty [41] and support unsupervised training [42]. These findings, which all considered a filtering task, motivate deriving a hybrid MB/DD smoothing algorithm.

In this work we propose RTSNet, which combines trainable RNNs with the flow of the KF. We design RTSNet for partially known SS models, where estimates of the evolution and observation models of the underlying system are given, which can be obtained based on knowledge of the setup or approximated from data. Yet, the distribution of the process and observation noise signals, which capture the uncertainty of the SS model, are unknown. These model parameters are the main ingredients for deriving the filtering and smoothing operators of the KS, and are encapsulated in the computation of the forward and backward Kalman gains (KGs). Thus, in RTSNet we circumvent the need to learn the noise distribution by designing it to learn the filtering and smoothing operations directly from data. Furthermore, as the model-based KS, which is comprised of a single forward-backward iteration, is not MMSE optimal for non-linear models, we design RTSNet to carry out multiple iterations via deep unfolding [43]. In the resulting architecture, the given (or approximated) evolution and observation models are plugged into the RTSNet smoother architecture. The forward and backward KGs in each iteration are replaced by dedicated compact RNNs. RTSNet thus converts a fixed number of KS iterations into a discriminative model [44] that is trained end-to-end.

In addition to the ability of the RTSNet to learn the smoothing task from data, its hybrid MB/DD architecture also retains the interpretability and other desired properties of the KS. By preserving the KS flow, RTSNet is invariant to the length of the sequence and to the initial conditions. In particular, RTSNet is shown to achieve the MMSE for linear models in the same way as the KS with full information, while only having access to partial information, and notably outperforms it with model mismatch. For non-linear SS models, RTSNet is shown to outperform MB variants of the KS, that are no longer optimal even with full domain knowledge. We also show that RTSNet outperforms leading DD smoothers, while using less trainable parameters, and being more efficient in terms of training and inference times. This improved performance follows from the ability of RTSNet to follow the principled KS operation, while circumventing its dependency on knowledge of the underlying noise statistics. In particular, by training the RTSNet smoother to directly compute the posterior distribution using learned KGs, we overcome the need to approximate the propagation of the noise statistics through the non-linearity. Moreover, doing so also bypasses the need for numerically costly matrix inversions and linearizations required in the KS equations.

The rest of this paper is organized as follows: Section II reviews the SS model and its associated tasks, and discusses relevant preliminaries. Section III details the discriminative architecture of RTSNet. Section IV presents the empirical study. Section V provides concluding remarks.

Throughout the paper, we use boldface lower-case letters for vectors and boldface upper-case letters for matrices. The transpose, $\ell_2$ norm, and stochastic expectation are denoted by $\cdot^\top$, $\|\cdot\|_2$, and $\mathbb{E} [\cdot]$, respectively. The Gaussian distribution with mean $\mu$ and covariance $\Sigma$ is denoted by $\mathcal{N}(\mu, \Sigma)$. Finally, $\mathbb{R}$ and $\mathbb{Z}$ are the sets of real and integer numbers, respectively.

II. System Model and Preliminaries

A. Problem Formulation

SS Models: Dynamical systems in discrete-time describe the relationship between a sequence of observations $y_t$ and a sequence of unknown latent state variables $x_t$, where $t \in \mathbb{Z}$ is the time index. SS models are a common characterization of dynamic systems [45], which in the (possibly) non-linear and Gaussian case, take the form

$$\begin{align*}
x_t &= f(x_{t-1}) + e_t, & e_t &\sim \mathcal{N}(0, Q), & x_t &\in \mathbb{R}^m, \\ y_t &= h(x_t) + v_t, & v_t &\sim \mathcal{N}(0, R), & y_t &\in \mathbb{R}^n.
\end{align*}$$

(1a)
In (1a), the state vector $x_t$ evolves from the previous state $x_{t-1}$, by a (possibly) non-linear, state-evolution function $f(\cdot)$ and by an AWGN $e_t$ with covariance matrix $Q$. The observations $y_t$ in (1b) are related to the current latent state vector by a (possibly) non-linear observation mapping $h(\cdot)$ corrupted by AWGN $v_t$ with covariance $R$. A common special case of (1) is that of linear Gaussian SS models, where there exist matrices $F, H$ such that

$$f(x_{t-1}) = F \cdot x_{t-1}, \quad h(x_t) = H \cdot x_t.$$  

(2)

**Smoothing Task:** SS models as in (1) are studied in the context of several different tasks, which can be roughly classified into two main categories: observation recovery and hidden state estimation. The first category deals with recovering parts of the observed signal $y_t$. This can correspond, for example, to prediction and imputation. The second category lies at the core of the family of tracking problems, considering the estimation of $x_t$. These include online (real-time) recovery, typically referred to as filtering, which is the task considered in [37], and offline estimation, i.e., smoothing, which is the main focus of this paper. More specifically, smoothing involves the joint computation the state estimates $\hat{x}_{t|T}$ in a given timer horizon $T$ mode, i.e., jointly estimating $\{x_t\}$ for each $t \in \{1, 2, \ldots, T\} \equiv T$, given the corresponding block of noisy observations $\{y_1, y_1, \ldots, y_T\}$.

**Data-Aided Smoothing for Partially Known SS Models:** In practice, the SS model parameters may be partially known, and one is likely to only have access to an approximated characterization of the underlying dynamics. We thus focus on such scenarios where the state-evolution function $f(\cdot)$ and the state-observation function $h(\cdot)$ can be reasonably approximated (possibly with mismatch) from our understanding of the system dynamics and its physical design, or learned from data (as discussed in Subsection III-D). Regardless of how these functions are obtained, they can be used for smoothing. As opposed to the classical assumptions of the KS algorithms, the statistics of noises $e_t$ and $v_t$ are completely unknown, and may be non-Gaussian.

To deal with the partial modelling of the dynamics, we assume access to a labeled data set containing a sequence of observations and their corresponding states. Such data can be acquired, e.g., from field experiments, or using computationally intensive physically-compliant simulations [39]. The data set is comprised of $N$ time sequence pairs, i.e., $D = \{(Y^{(i)}, X^{(i)})\}_{i=1}^N$, each of length $T_i$, namely,

$$Y^{(i)} = \begin{bmatrix} y_1^{(i)}, \ldots, y_{T_i}^{(i)} \end{bmatrix} \in \mathbb{R}^{n \times T_i}$$

are the noisy observations, and the corresponding states are

$$X^{(i)} = \begin{bmatrix} x_0^{(i)}, x_1^{(i)}, \ldots, x_{T_i}^{(i)} \end{bmatrix} \in \mathbb{R}^{n \times T_i+1}.$$  

(3)

(4)

Given $D$ and the (approximated) $f(\cdot), h(\cdot)$, our objective is to design a smoothing function which maps the observations $\{y_t\}_{t \in T}$ into a state estimate $\{\hat{x}_t\}_{t \in T}$, where the accuracy of the smoother is evaluated as the mean-squared error (MSE) with respect to the true state $\{x_t\}_{t \in T}$.

**B. Model-Based Kalman Smoothing**

We next recall the MB RTS smoother [5], which is the basis for our proposed RTSNet, detailed in Section III. We describe the original algorithm for linear SS models, as in (2), and then discuss how to extend it for non-linear SS models.

The RTS smoother recovers the latent state variables using two linear recursive steps, referred to as the forward and backward passes. The forward pass is a standard KF, while the backward pass recursively computes corrections to the forward estimate, based on future observations.

**Forward Pass:** The KF produces a new estimate $\hat{x}_{t|t}$ using its previous estimate $\hat{x}_{t-1|t-1}$ and the observation $y_t$. For each $t \in T$, the KF operates in two steps: prediction and update.

The first step predicts the current $a$ priori statistical moments based on the previous $a$ posteriori moments. The moments of $x_t$ are computed using the knowledge of the evolution matrix $F$ as

$$\hat{x}_{t|t-1} = F \cdot \hat{x}_{t-1|t-1} \quad \Sigma_{t|t-1} = F \cdot \Sigma_{t-1|t-1} \cdot F^\top + Q,$$

(5a)

(5b)

and the moments of the observations $y_t$ are computed based on the knowledge of the observation matrix $H$ as

$$\hat{y}_{t|t-1} = H \cdot \hat{x}_{t|t-1} \quad S_{t|t-1} = H \cdot \Sigma_{t|t-1} \cdot H^\top + R.$$  

(6a)

(6b)

In the update step, the $a$ posteriori state moments are computed based on the $a$ priori moments as

$$\hat{x}_{t|t} = \hat{x}_{t|t-1} + K_t \cdot \Delta y_t \quad \Sigma_{t|t} = \Sigma_{t|t-1} - K_t \cdot S_{t|t-1} \cdot K_t^\top.$$  

(7a)

(7b)

Here, $K_t$ is the KG, and it is given by

$$K_t = \Sigma_{t|t-1} \cdot H^\top \cdot S_{t|t-1}^{-1}.$$  

(8)

while $\Delta y_t = y_t - \hat{y}_{t|t-1}$ is the innovation, and is the only term that depends on the observed data.

**Backward pass:** The backward pass is similar in its structure to the update step in the KF. For each $t \in \{T - 1, \ldots, 1\}$, the forward belief is corrected with future estimates via

$$\hat{x}_{t|T} = \hat{x}_{t|t} + G_t \cdot \Delta \hat{x}_{t+1} \quad \Sigma_{t|T} = \Sigma_{t|t} - G_t \cdot \Delta \Sigma_{t+1|T} \cdot G_t^\top.$$  

(9a)

(9b)

Here, $G_t$ is the backward KG, computed based on second-order statistical moments from the forward pass as

$$G_t = \Sigma_{t|t} \cdot F^\top \cdot \Sigma_{t+1|t}^{-1}.$$  

(10)

The difference terms are given by $\Delta \hat{x}_{t+1} = \hat{x}_{t+1|T} - \hat{x}_{t+1|t}$ and $\Delta \Sigma_{t+1} = \Sigma_{t+1} - \Sigma_{t+1|t}$. The KS is MMSE optimal for linear Gaussian SS models.

**Extension to Non-Linear Dynamics:** For non-linear SS models as in (1), the first-order statistical moments (5a) and (6a) are replaced with

$$\hat{x}_{t|t-1} = f(\hat{x}_{t-1}) \quad \hat{y}_{t|t-1} = h(\hat{x}_{t|t-1})$$

(11a)

(11b)
respectively. Unfortunately, the second-order moments cannot be approximated directly through the non-linearity, and thus must be approximated, resulting in methods that no longer share the MSE optimality achieved in linear models.

Among the methods proposed to approximate the second-order moments are the uncented RTS, that is based on uncented transformations [46], and PSs which use sequential sampling [9]. Arguably the most common non-linear smoother is the EKS, which uses straight forward linearization. Specifically, when $f(\cdot)$ and $h(\cdot)$ are differentiable, the EKS linearizes them in a time-dependent manner. This is done using their partial derivative matrices (Jacobians), evaluated at $\hat{x}_{t-1|t-1}$ and $x_{t-1|t-1}$, namely,

$$
\begin{align}
\hat{F}_t &= J_f (\hat{x}_{t-1|t-1}) , \\
\hat{H}_t &= J_h (\hat{x}_{t-1|t-1}) .
\end{align}
$$

The Jacobians in (12) are then substituted into equations (5b), (10), (6b), and (8) of the KS.

The forward and backward KGs are pivot terms, that are used as tuning factors for updating our current belief, and they depend on the second-order moments. For linear SS models, the covariance computation is purely MB, i.e., based solely on the noise statistics, while for non-linear systems the covariance depends on the specific trajectory. Furthermore, these covariance computations require full knowledge of the underlying model, and performance notably degrades in the presence of model mismatch. This motivates the derivation of a data-aided smoothing algorithm that estimates the KGs directly as a form of discriminative learning [44], and by that circumvents the need to estimate the second-order moments.

### III. RTSNet

Here, we present RTSNet. We begin by describing our design rationale and high level architecture in Subsection III-A, after which we detail the micro architecture in Subsection III-B. We then describe the training procedure in Subsection III-C, and provide a discussion in Subsection III-D.

#### A. High Level Design

**Rationale:** The basic design idea behind the proposed RTSNet is to utilize the skeleton of the MB RTS smoother, hence the name RTSNet, and to replace modules depending on unavailable domain knowledge, with trainable DNNs. By doing so, we convert the KS into a discriminative algorithm, that can be trained in a supervised end-to-end manner.

Our design is based on two main guiding properties:

- **P1** The RTS operation, comprised of a single forward-backward pass, is not necessarily MMSE optimal when the SS model is not linear Gaussian.

- **P2** The RTS smoother requires the missing domain knowledge (i.e., the noise statistics) and linearization operations solely for computing the KGs in (8) and (10).

**Unfolded Architecture (by P1):** Property **P1** indicates that one can possibly improve performance by carrying out multiple forward-backward passes, iteratively refining the estimated sequence. Following the deep unfolding methodology [39], we design RTSNet to carry out $K$ forward-backward passes, for some fixed $K \geq 1$.

Each pass of index $k \in \{1, \ldots, K\}$ involves a single forward-backward smoothing. The input and output of this pass are the sequences $Y_k = [y_{k,1}, y_{k,2}, \ldots, y_{k,T}]$ and $\hat{X}_k = [\hat{x}_{k,1|T}, \hat{x}_{k,2|T}, \ldots, \hat{x}_{k,T|T}]$, respectively, and its operation is based on an SS model of the form

$$
\begin{align}
x_{k,t} &= f(x_{k,t-1}) + e_{k,t}, \quad x_{k,t} \in \mathbb{R}^m, \quad (13a) \\
y_{k,t} &= h_k(x_{k,t}) + v_{k,t}, \quad y_{k,t} \in \mathbb{R}^{n_k}. \quad (13b)
\end{align}
$$

For the first pass, the inputs are $y_{1,t} = y_t$, i.e., the observations, and thus $h_1(\cdot) \equiv h(\cdot)$ and $n_1 = n$ in (13b). For the following passes where $k > 1$, the input is the estimate produced by the subsequent pass, i.e., $y_{k,t} = \hat{x}_{k-1|t|T}$. This input is treated as noisy state observations, and thus $h_k(\cdot)$ is the identity mapping and $n_k = m$. The noise signals in (13) obey an unknown distribution, following the problem formulation in Subsection II-A.

**Deep Augmenting RTS (by P2):** We choose the RTS smoother as our MB backbone based on **P2**. Specifically, as opposed to other alternatives, e.g., MBF [47], [48] and BIFM [49], in RTS all the unknown domain knowledge is encapsulated in the forward and backward KGs, $\mathcal{K}_t$, and $\mathcal{G}_t$, respectively. Consequently, for each pass $k$, we employ an RTS smoother, while replacing the KGs computation with DNNs.

Since both KGs involve tracking time-evolving second-order moments, they are replaced by RNNs in each pass of RTSNet, with input features encapsulating the missing statistics. The resulting operation of the $k$th pass commences with a forward pass, that is based upon KalmanNet [37]: For each $t$ from 1 to $T$ a prediction and update steps are applied. In the **prediction** step, we the prior estimates for the current state and for the current observation using (11), namely,

$$
\begin{align}
\hat{x}_{k,t|t-1} &= g(\hat{x}_{k,t-1}), \\
\hat{y}_{k,t|t-1} &= h_k(\hat{x}_{k,t|t-1}).
\end{align}
$$

In the **update** step, we compute $\hat{x}_{k,t|k,t}$, the current forward posterior, using (7a), i.e.,

$$
\begin{align}
\hat{x}_{k,t|k,t} &= \hat{x}_{k,t|t-1} + \mathcal{K}_{k,t} \cdot (y_{k,t} - \hat{y}_{k,t|t-1}) .
\end{align}
$$

As opposed to the KS, here the filtering (forward) KG $\mathcal{K}_{k,t}$ is computed using an RNN.

The forward pass if followed by a backward pass, which updates our state estimates using information from future estimates. As in (9a), this procedure is given by

$$
\begin{align}
\hat{x}_{k,t|T} &= \hat{x}_{k,t|t} + \mathcal{G}_{k,t} \cdot (\hat{x}_{k,t+1|T} - \hat{x}_{k,t+1|T}) .
\end{align}
$$

where the resulting estimate is $\hat{x}_{k,t} = \hat{x}_{k,t|T}$ for each $t$. As in the forward pass, the smoothing (backward) KG $\mathcal{G}_t$ is computed using an RNN. The high-level architecture of RTSNet is depicted in Fig. 1.
B. Micro Architecture

RTSNet includes 2K RNNs, as each kth pass utilizes one RNN to compute the forward KG and another RNN to compute the backward KG. In this subsection, we focus on a single pass of index k and formulate the micro architecture its forward and backward RNNs, as well as which features the RNNs use to compute the KGS.

**Forward Gain:** The forward pass is built on KalmanNet, where architecture 2 of [37] is particularly utilized to compute the forward KG, i.e., $K_{k,t}$, using separate gated recurrent unit (GRU) cells for each of the tracked second-order statistical moments. The division of the architecture into separate GRU cells and fully connected (FC) layers and their interconnection is illustrated in Fig. 2. As shown in the figure, the network composes three GRU layers, connected in a cascade with dedicated input and output FC layers. This architecture, which is composed of a non-standard interconnection between GRUs and FC layers, is directly tailored towards the formulation of the SS model and the operation of the MB KF, as detailed in [37].

The input features are designed to capture differences in the state and the observation model, as these differences are mostly affected by unknown noise statistics. As in [37], the following features are used to compute $K_{k,t}$ (see Fig. 2):

- **F1 Observation difference** $\Delta \hat{y}_{k,t} = y_{k,t} - y_{k,t-1}$.
- **F2 Innovation difference** $\Delta y_{k,t} = \hat{y}_{k,t} - \hat{y}_{k,t-1}$.
- **F3 Forward evolution difference** $\Delta \hat{x}_{k,t} = \hat{x}_{k,t|t} - \hat{x}_{k,t|t-1}$.
- **F4 Forward update difference** $\Delta \hat{x}_{k,t} = \hat{x}_{k,t|t} - \hat{x}_{k,t|t-1}$.

**Backward Gain:** To compute $G_{k,T}$ in a learned manner, we again design an architecture based on how the KS computes the backward gain. To that aim, we again use separate GRU cells for each of the tracked second-order statistical moments, as illustrated in Fig. 3. The first GRU layer tracks the unknown state noise covariance $Q$, thus tracking $m^2$ variables. Simi-
the loss to the computation of the KGs. One can obtain the loss
end-to-end manner thus builds upon the ability to backpropagate
ues of the KGs for training purposes. Training RTSNet in end-
puting the KGs rather than for directly producing the estimate
k
indexed by
for every batch indexed by


\[ L(i) (\Theta) = \sum_{k=1}^{K} \alpha_k L_k(i) (\Theta_k), \] (18)

where each \( L_k(i) (\Theta) \) is evaluated via (14) with \( Y_k(i) = Y^{(i)} \)
and \( Y_k = X_{k-1} \) for \( k > 1 \). The coefficients \( \alpha_k \) in (18)
balance the contribution of each pass to the loss – setting
\( \alpha_k = 0 \) for \( k < K \) evaluates RTSNet based solely on its
output, while setting \( \alpha_k \neq 0 \) for \( k < K \) encourages also
the intermediate passes to provide accurate estimates. The
latter exploits the fact that the interpretable architecture of
RTSNet allows to associate its internal features with operations
meanings in order to facilitate training; a candidate setting is
\( \alpha_k = \log(1 + k) \), see, e.g., [50].

Sequential learning repeats the training procedure \( K \) times,
training each pass of index \( k \) after its preceding passes have
been trained using the same dataset. Here, the dataset \( \mathcal{D} \) is first
used to train only \( \Theta_1 \) using (14) with \( k = 1 \); then, \( \Theta_1 \) is frozen
and \( \Theta_2 \) is trained using (14) with \( k = 2 \) and \( Y^{(i)} = X^{(i)} \),
and the procedure repeats until \( \Theta_K \) is trained. This form of
training, proposed in [51], exploits the modular structure of the
unfolded architecture and tends to be data efficient and simpler
to train compared with joint learning, and is also the form of
training used in our empirical study presented in Section IV.

D. Discussion

RTSNet is designed to operate in a hybrid DD/MB manner,
combining deep learning with the classical KS. By identifying
the specific noise-model-dependent computations of the KS
and replacing them with a dedicated RNNs integrated in the
MB flow, RTSNet benefits from the individual strengths of both DD and MB approaches. We particularly note several core
differences between RTSNet and its MB counterpart. Unlike
the KS, RTSNet does not attempt to linearize the SS model,
and does not impose a statistical model on the noise signals, while avoiding the need to compute a Jacobian and invert a matrix at each iteration. In addition, RTSNet filters in a non-linear manner, as, e.g., its forward KG matrix depends on the input $y_t$. Moreover, RTSNet supports multiple learned forward-backward passes in order to improve accuracy in non-linear settings where the single pass KS is not optimal. Due to these differences, RTSNet is more robust to model mismatch and can infer more efficiently compared with the KS, as shown in Section IV.

Compared to purely DD state estimation, RTSNet benefits from its model awareness, as it supports systematic inclusion of the available state evolution and observation functions, and does not have to learn its complete operation from data. As empirically observed in Section IV, RTSNet achieves improved MSE compared to utilizing RNNs for end-to-end state estimation, and also approaches the MMSE performance achieved by the KS in linear Gaussian SS models.

Furthermore, the operation of KalmanNet follows the flow of KS rather than being utilized as a black-box. This implies that the intermediate features exchanged between its modules have a specific operation meaning, providing interpretability that is often scarce in end-to-end, deep learning systems. Finally, the fact that RTSNet learns to compute the KGs indicates the possibility of training it in an unsupervised manner using a loss function measuring consistency between unsupervised KS indicates the possibility of training it in an unlabeled data, the fact that it preserves the operation of the KGs can be related to the covariance of the estimate, $x_t$, but also a measure of confidence in this estimate, as the KGs can be related to the covariance of the estimate, as initially explored for KalmanNet in [41].

While we train RTSNet in a supervised manner using labeled data, the fact that it preserves the operation of the KS indicates the possibility of training it in an unsupervised manner using a loss function measuring consistency between its estimates and observations, e.g., $\|h(\hat{x}_t|T) - y_t\|^2$. One can thus envision RTSNet being trained offline in a supervised manner, while tracking variations in the underlying SS model at run-time by online self supervision, as was initially explored for KalmanNet in [42] and we leave its extension to future work. The ability to train in an unsupervised manner opens the door to use the backbone of RTSNet in more SS related tasks other than smoothing, e.g., signal de-noising, imputation, and prediction. Nonetheless, we leave the exploration of these extensions of RTSNet for future work.

IV. EXPERIMENTS AND RESULTS

In this section we present an extensive empirical study of RTSNet\(^1\), evaluating its performance in multiple setups and comparing it with both MB and DD benchmark algorithms. We consider both linear Gaussian SS models, where we identify the ability of RTSNet to coincide with the KS (which is MSE optimal in such settings), as well as challenging non-linear models.

A. Experimental Setup

**Smoothers:** Our empirical study compares RTSNet with MB and DD counterparts. We use the KS (RTS smoother) as the MB benchmark for linear models. For non-linear models, we use the EKS and the PS [52], where the latter is based on forward-filter backward simulator of [53] with 100 particles and 10 backward trajectories. The benchmark algorithms were optimized for performance by manually tuning the covariance matrices. This tuning is often essential to avoid divergence under model uncertainty as well as under dominant non-linearities.

Our main DD benchmark is the hybrid graph neural network-aided belief propagation smoother of [36] (referred to as GNN-BP), which incorporates knowledge of the SS model. We also compare with a black-box architecture using a Bi-directional RNN (BRNN), which is comprised of bi-directional GRU with input and output FC layers designed to have a similar number of trainable parameters as RTSNet. Both DNN-aided benchmarks are empirically optimized and cross validated to achieve their best training performance.

We use the term **full information** to describe cases where $f(\cdot)$ and $h(\cdot)$ are accurately known. The term **partial information** refers to the case where RTSNet and benchmark algorithms operate with some level of model mismatch in their available knowledge of the SS model parameters. RTSNet and the DD BRNN operate without access to the noise covariance matrices (i.e., $Q$ and $R$), while their MB counterparts operate with an accurate knowledge of the noise covariance matrices from which the data was generated.

**Evaluation:** The metric used to evaluate the performance is the empirical mean and standard deviation of squared error, denoted $\hat{\mu}$ and $\hat{\sigma}$, respectively. Unless stated otherwise, we evaluate using a $N_{\text{test}} = 200$ test trajectories.

Throughout the empirical study and unless stated otherwise, in the experiments involving synthetic data, the SS model is generated using diagonal noise covariance matrices; i.e.,

$$Q = q^2 \cdot I, \quad R = r^2 \cdot I, \quad \nu \triangleq \frac{q^2}{r^2}. \quad (19)$$

By (19), setting $\nu$ to be 0 dB implies that both the state noise and the observation noise have the same variance.

B. Linear State Space Models with Full Information

We first focus on comparing RTSNet with the KS for synthetically generated linear Gaussian dynamics with full information. Since the KS is MSE optimal here, we show that the...
TABLE I: Linear SS model - Full Information - MSE [dB]

(a) $\nu = 0$ [dB]

| $r^2$ [dB] | 10 | 0 | 10 | −20 | −30 | 10 | 0 | 10 | −20 | −30 |
|------------|----|---|----|-----|-----|----|---|----|-----|-----|-----|
| Noise      | 10.023 ± 0.424 | ± 0.448 ± 0.427 | ± 0.411 ± 0.430 | ± 10.016 ± 0.397 | ± 0.424 ± 0.448 | ± 0.411 ± 0.427 | ± 10.016 ± 0.397 |
| KF         | 8.085 ± 0.502 | ± 0.525 ± 0.464 | ± 0.419 ± 0.514 | ± 8.085 ± 0.502 | ± 0.502 ± 0.546 | ± 0.419 ± 0.514 | ± 8.085 ± 0.502 |
| KS         | 6.215 ± 0.487 | ± 0.535 ± 0.466 | ± 0.519 ± 0.508 | ± 6.215 ± 0.487 | ± 0.487 ± 0.535 | ± 0.519 ± 0.508 | ± 6.215 ± 0.487 |
| RTSNet     | 6.225 ± 0.487 | ± 0.537 ± 0.463 | ± 0.512 ± 0.506 | ± 6.225 ± 0.487 | ± 0.487 ± 0.537 | ± 0.512 ± 0.506 | ± 6.225 ± 0.487 |

(b) $\nu = −10$ [dB]

| $r^2$ [dB] | 10 | 0 | 10 | −20 | −30 | 10 | 0 | 10 | −20 | −30 |
|------------|----|---|----|-----|-----|----|---|----|-----|-----|-----|
| Noise      | 10.004 ± 0.419 | ± 0.392 ± 0.431 | ± 0.404 ± 0.435 | ± 10.004 ± 0.419 | ± 0.419 ± 0.392 | ± 0.431 ± 0.435 | ± 10.004 ± 0.419 |
| KF         | 5.299 ± 0.710 | ± 0.663 ± 0.675 | ± 0.596 ± 0.696 | ± 5.299 ± 0.710 | ± 0.710 ± 0.663 | ± 0.675 ± 0.696 | ± 5.299 ± 0.710 |
| KS         | 1.834 ± 0.794 | ± 0.721 ± 0.778 | ± 0.726 ± 0.837 | ± 1.834 ± 0.794 | ± 0.794 ± 0.721 | ± 0.778 ± 0.837 | ± 1.834 ± 0.794 |
| RTSNet     | 1.881 ± 0.796 | ± 0.720 ± 0.797 | ± 0.746 ± 0.836 | ± 1.881 ± 0.796 | ± 0.796 ± 0.720 | ± 0.797 ± 0.836 | ± 1.881 ± 0.796 |

(c) $\nu = −20$ [dB]

| $r^2$ [dB] | 10 | 0 | 10 | −20 | −30 | 10 | 0 | 10 | −20 | −30 |
|------------|----|---|----|-----|-----|----|---|----|-----|-----|-----|
| Noise      | 10.012 ± 0.398 | ± 0.434 ± 0.448 | ± 0.416 ± 0.429 | ± 10.012 ± 0.398 | ± 0.398 ± 0.434 | ± 0.448 ± 0.429 | ± 10.012 ± 0.398 |
| KF         | 4.756 ± 1.086 | ± 1.012 ± 0.967 | ± 1.011 ± 0.963 | ± 4.756 ± 1.086 | ± 1.086 ± 1.012 | ± 0.967 ± 0.963 | ± 4.756 ± 1.086 |
| RTSNet     | −1.640 ± 1.199 | ± 1.173 ± 1.279 | ± 1.152 ± 1.229 | −1.640 ± 1.199 | ± 1.199 ± 1.173 | ± 1.279 ± 1.229 | −1.640 ± 1.199 |

We use multiple noise levels, in [dB] scale, of $r^2 \in \{10, 0, −10, −20, −30\}$, and $\nu \in \{−20, −10, 0\}$. The results provided in Table I, and in Fig. 4, shows that RTSNet converges to the MMSE estimate produced by the KS in the first two moments. This indicates that RTSNet successfully learns to implement the KS when it is MMSE optimal.

Scaling up Model Size: Next, we empirically show that RTSNet is a scalable smoothing architecture that is not limited to a small dimensions SS models. In this experiment F and H in their canonical form were considered, $q^2 = −20$ [dB], $r^2 = 0$ [dB], and $T = 20$. It is clearly observed in Table IIa that RTSNet retains its optimality also for high dimensional models, outperforming its DD benchmarks: BRNN is far from optimal, and the performance of GNN-BP degrades when the model dimensions increase.

Table: Linear SS Models with Partial Information
unknown for the observation model; in such cases, since unlike GNN-BP and the MB benchmarks, RTSNet does not require prior knowledge of the noise distribution, we also evaluate it when it uses its data also to estimate the missing design parameter, e.g., $h(.)$, using least squares (LS).

Observation Model Mismatch: We first consider the case where the design observation model is mismatched. We again use the canonical model in (20) with the observation matrix being either unknown, or assumed to be $H_0 = I$, while the observation model is

$$H_{\alpha^o} = R_{x,y} (\alpha) \cdot H_0, \quad R_{x,y} (\alpha) = \begin{pmatrix} \cos \alpha & -\sin \alpha & 0 \\ \sin \alpha & \cos \alpha & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

with $H_0 = I$. The data is generated with $\alpha^o = 10$. Such scenarios represent a setup where the true observed values are rotated by $\alpha^o$, e.g., a slight misalignment of the sensors exists.

We compare the performance of RTSNet and the KS when their design observation model is either $H_{\alpha^o} = I$ (full information) or $H_{\alpha^o} = 0$ (mismatch). We also consider the case where the matrix is estimated from the data set via LS, denoting $H_{\alpha^o} = 0$. The empirical results reported in Table III and in Fig. 5 demonstrate that while KS experienced a severe performance degradation, RTSNet is able to compensate for unknown model information, by pre-estimating the evolution model via LS, and achieve the lower-bound. We can again clearly notice the performance superiority of our RTSNet over its DD counterparts, both for full and unknown information.

D. Kinematic Linear Differential Equations

As a concluding experiment in a setting of linear SS models, we consider smoothing in dynamics obtained from a stochastic differential equation (SDE) with a model mismatch. The state here represents a moving object obeying the constant acceleration (CA) model [45] for one dimensional kinematics. Here, $x_t = (p_t, v_t, a_t)^T \in \mathbb{R}^3$, where $p_t$, $v_t$, and $a_t$ are the position, velocity, and acceleration, respectively, at time $t$. We observe noisy position measurements sampled at time intervals $\Delta t = 10^{-2}$, yielding a linear Gaussian SS model with $H = (1, 0, 0)$ and

$$F = \begin{pmatrix} 1 & \Delta t \frac{1}{2} \Delta t^2 \\ 0 & 1 & \Delta t \end{pmatrix}; \quad Q = q^2 \cdot \begin{pmatrix} \frac{1}{2} \Delta t^5 & \frac{1}{2} \Delta t^4 & \frac{1}{2} \Delta t^3 \\ \frac{1}{2} \Delta t^4 & \frac{1}{2} \Delta t^3 & \frac{1}{2} \Delta t^2 \\ \frac{1}{2} \Delta t^3 & \frac{1}{2} \Delta t^2 & \Delta t \end{pmatrix}.$$

While for the synthetic linear models considered in the previous subsections we used RTSNet with a single forward-backward pass, here we evaluate it with $K = 2$ unfolded pass, comparing it to both the KS and to GNN-BP when recovering

| Table III: Linear SS - Observation mismatch: $\nu = -20$ [dB] |
|---|---|---|---|---|---|
| $F^2$ [dB]| 10 | 0 | $-10$ | $-20$ | $-30$ |
| KF | Full | 2.702 ± 0.885 | -7.394 ± 0.901 | -17.367 ± 0.957 | -27.293 ± 0.966 | -37.273 ± 1.029 |
| KS | Full | 1.875 ± 1.285 | 1.272 ± 1.149 | -1.196 ± 1.256 | -1.156 |
| GNN-BP | Full | -1.244 ± 1.248 | -1.148 ± 1.252 | -1.000 |
| RTSNet | Partial | -0.774 ± 1.243 | -10.852 ± 1.158 | -21.104 ± 1.216 | -29.667 ± 1.136 |

TABLE IV: Linear SS - Evolution mismatch: $\nu = -20$ [dB]

<table>
<thead>
<tr>
<th>$r^2$</th>
<th>10</th>
<th>0</th>
<th>$-10$</th>
<th>$-20$</th>
<th>$-30$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTSNet</td>
<td>$\mathbf{P}$</td>
<td>23.433 ± 12.945</td>
<td>22.131 ± 2.592</td>
<td>22.013 ± 2.471</td>
<td>22.657</td>
</tr>
</tbody>
</table>

Fig. 5: Linear SS model - Observation mismatch.

The empirical results reported in Table IV demonstrate that
the entire state vector, as well as when recovering only the position (which is often the case in positioning applications). For the latter, we also consider the case where the smoothers assume a more simplified constant velocity (CV) model [45] state evolution for state evolution. The CV model captures in its state vector the position and velocity (without the acceleration), and is a popular model for kinematics due to its simplicity. Yet, for the current setting, it induces an inherent model mismatch.

The results are reported in Table V. For the GNN-BP smoother of [36], which is DD yet also requires knowledge of the SS model, we optimized \(Q\) via grid search to achieve the best performance, as it was shown to be unstable when substituting the true \(Q\). We observe in Table V that RTSNet comes within a minor gap of the KS in estimating both the full state as well as only the positions when it is known that the state obeys the CA model; When it is postulated that the state obeys the CV model, RTSNet outperforms all benchmarks.

### E. Non-Linear Lorenz Attractor

We proceed to evaluating RTSNet in a non-linear SS model following the Lorenz attractor, which is a three-dimensional chaotic solution to the Lorenz system of ordinary differential equations. This synthetically generated chaotic system exemplifies dynamics formulated with SDEs, that demonstrates the task of smoothing a highly non-linear trajectory and a real world practical challenge of handling mismatches due to sampling a continuous-time signal into discrete-time [54]. As the dynamics are non-linear, here we use RTSNet with both \(K = 1\) and \(K = 2\) forward-backward passes, denoted RTSNet-1 and RTSNet-2, respectively.

The Lorenz attractor models the movement of a particle in 3D space, i.e., \(m = 3\), which, when sampled at interval \(\Delta t\), obeys a state evolution model with

\[
F(\mathbf{x}_t) = \mathbf{I} + \frac{J}{j!} \left( \mathbf{A}(\mathbf{x}_t) \cdot \Delta t \right)^j,
\]

(22)

with \(J\) denoting the order of the Taylor series approximation used to obtain the model (where we use \(J = 5\) when generating the data), and

\[
\mathbf{A}(\mathbf{x}_t) = \begin{pmatrix}
-10 & 10 & 0 \\
28 & -1 & -x_{1,t} \\
0 & x_{1,t} & -\frac{8}{3}
\end{pmatrix}.
\]

We first evaluate RTSNet under noisy rotated state observations, with and without observation model mismatch as well as with sampling mismatches, after which we evaluate it with non-linear observations.

**Rotated State Observations:** Here, we consider the discrete-time state evolution with \(\Delta t = 0.02\). The observations model \(h(\cdot)\) is set to a rotation matrix with \(\alpha = 1^\circ\), whereas \(T = 100\) and \(\nu = -20\) dB. As in Subsection IV-C, we consider the cases where the smoothers are aware of the rotation (Full information); when the assumed state evolution is the identity matrix instead of the slightly rotated one (Partial information), as well as when it is estimated from the data set via LS (H).

The results reported in Table VI and in Fig. 6 demonstrate that although RTSNet does not have access to the true statistics of the noise, for the case of full observation model information, it still achieves the MSE lower-bound. It is also observed that a mismatched state observation model obtained from a seemingly minor rotation causes a severe performance degradation for the KS, which is sensitive to model uncertainty, while RTSNet is able to learn from data to overcome such mismatches. Finally, it is observed that RTSNet consistently and notably outperform the DD benchmark of [36], and that its unfolding with \(K = 2\) forward-backward passes indeed achieves improved performance compared with a single pass.

**Sampling Mismatch:** Here, we demonstrate a practical case where a physical process evolves in continuous-time, but the smoother only has access to noisy observations in discrete-time, which then results in an inherent mismatch in the SS model. We generate data from an approximate continuous-time noise-less state evolution \(F(\mathbf{x}_t)\), with high resolution time interval \(\Delta t = 10^{-5}\). We then sub-sampled the process by a ratio of \(\frac{1}{2000}\) and get a decimated process with \(\Delta t = 0.02\). Finally we generated noisy observations of the true state,
by using an identity observation matrix $h(\cdot) = I$ and non-correlated observation noise with $r^2 = 0$ [dB]. See an example in Fig. 7: ground truth, and noisy observations, respectively.

The MSE values for smoothing sequences with length $T = 3000$, reported in Table VII, demonstrate that RTSNet overcomes the mismatch induced by representing a continuous-time SS model in discrete-time, achieving a substantial processing gain over it MB and DD counterparts due to its learning capabilities. In Fig. 7, we visualize how this gain is translated into clearly improved smoothing of a single trajectory.

**Noisy Non-Linear Observations:** Finally, we consider the case of the discrete-time Lorenz attractor, with non-linear observations, which take the form of a transformation from a cartesian coordinate system to spherical coordinates. In such settings, the observations function is given by

$$
h([x, y, z]^T) \doteq \begin{bmatrix} \sqrt{x^2 + y^2 + z^2} \\
\tan^{-1}(\frac{y}{x}) \\
\cos^{-1}\left(\frac{z}{\sqrt{x^2 + y^2 + z^2}}\right) \end{bmatrix}.
$$

We further set $T = 20$ and $\nu = 0$ [dB].

The MSE achieved by RTSNet with $K = 2$ forward-backward passes is compared with that of the KS, PS and RTSNet with $K = 1$, reported in Table VIII and depicted in Fig. 8. It is clearly observed here that in such non-linear setups, RTSNet outperforms its MB counterparts which operate with full knowledge of the underlying SS model, indicating on the ability of its DNN augmentation and unfolded architecture to improve performance in the presence of non-linearities.

**F. Complexity Analysis**

So far, we showed that RTSNet provides improved MSE performance, outperforming both its DD counterparts, and also its MB counterparts operating with partial information or under non-linear dynamics. We conclude our empirical study by showing that these gains of RTSNet do not come at the expense of computational complexity during inference and of increased DNN size.

In Table IX we report the average inference time, for all filters (without parallelism), on the Lorenz attractor state estimation task. The stopwatch timings were measured on the same platform – Google Colab with CPU: Intel(R) Xeon(R) CPU @ 2.0GHz, GPU: Tesla P100-PCIE-16GB. We see that RTSNet is very competitive, with simpler hardware implementations, and outperforms GNN-BP. This is mainly thanks to its highly efficient neural network computations and the fact that, unlike the MB filters, it does not involve linearization and matrix inversions for each time step.

Next, we compare the DNN size, i.e., the number of trainable parameters, of RTSNet with that of GNN-BP for a few representative use cases. The resulting number of parameters are reported in Fig. X, where we can see that RTSNet is more compact and therefore also easier to train. In particular, it noted that RTSNet repeated achieves improved performance over the DD GNN-BP benchmark of [36] for the use cases tested, while using a lower complexity architecture with less trainable parameters, despite the fact that the architecture of [36] is also specifically designed to be compact and efficient. The reduced parameterization is translated into faster training and inference.

**V. CONCLUSION**

In this work we presented RTSNet, a hybrid combination of deep learning with the classic KS. Our design identifies the SS-model-dependent computations of the KS, replacing them with a dedicated RNNs operating on specific features encapsulating the information needed for its operation, while unfolding the algorithm to enable multiple trainable forward-backward passes. Our empirical study shows that doing so enables RTSNet to carry out offline state estimation in the same manner as KS, while learning to overcome model mismatches and non-linearities. RTSNet uses a relatively compact RNN that can be trained with a relatively small data set and infers a reduced complexity.
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### Table VII: MSE [dB] - Lorenz attractor with sampling mismatch.

<table>
<thead>
<tr>
<th>Method</th>
<th>Noise</th>
<th>PS</th>
<th>EKF</th>
<th>RTSNet-1</th>
<th>RTSNet-2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.024</td>
<td>± 0.135</td>
<td>± 0.136</td>
<td>± 0.224</td>
<td>± 0.329</td>
</tr>
<tr>
<td></td>
<td>± 0.049</td>
<td>± 0.135</td>
<td>± 0.136</td>
<td>± 0.224</td>
<td>± 0.329</td>
</tr>
<tr>
<td></td>
<td>± 0.191</td>
<td>± 0.202</td>
<td>± 0.222</td>
<td>± 0.345</td>
<td>± 0.329</td>
</tr>
<tr>
<td></td>
<td>± 10.075</td>
<td>± 10.772</td>
<td>± 10.679</td>
<td>± 15.436</td>
<td>± 16.803</td>
</tr>
<tr>
<td></td>
<td>± 4.183</td>
<td>± 6.144</td>
<td>± 1.523</td>
<td>± 1.676</td>
<td>± 1.558</td>
</tr>
<tr>
<td></td>
<td>± 5.157</td>
<td>± 5.185</td>
<td>± 1.704</td>
<td>± 1.743</td>
<td>± 1.743</td>
</tr>
<tr>
<td></td>
<td>± 7.193</td>
<td>± 7.207</td>
<td>± 1.704</td>
<td>± 1.743</td>
<td>± 1.743</td>
</tr>
<tr>
<td></td>
<td>± 1.848</td>
<td>± 6.144</td>
<td>± 1.523</td>
<td>± 1.676</td>
<td>± 1.558</td>
</tr>
</tbody>
</table>

### Table VIII: Lorenz attractor with non-linear observations.

<table>
<thead>
<tr>
<th>r² [dB]</th>
<th>10</th>
<th>0</th>
<th>−10</th>
<th>−20</th>
<th>−30</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EKF</strong></td>
<td>24.693</td>
<td>12.197</td>
<td>6.343</td>
<td>15.574</td>
<td>26.418</td>
</tr>
<tr>
<td></td>
<td>± 4.147</td>
<td>± 8.064</td>
<td>± 1.961</td>
<td>± 3.451</td>
<td>± 1.743</td>
</tr>
<tr>
<td><strong>EKS</strong></td>
<td>24.739</td>
<td>12.045</td>
<td>7.613</td>
<td>16.134</td>
<td>28.211</td>
</tr>
<tr>
<td></td>
<td>± 4.313</td>
<td>± 8.246</td>
<td>± 2.473</td>
<td>± 5.157</td>
<td>± 1.549</td>
</tr>
<tr>
<td><strong>PS</strong></td>
<td>19.094</td>
<td>10.804</td>
<td>8.074</td>
<td>17.941</td>
<td>27.476</td>
</tr>
<tr>
<td></td>
<td>± 2.901</td>
<td>± 10.071</td>
<td>± 1.822</td>
<td>± 1.704</td>
<td>± 1.743</td>
</tr>
<tr>
<td><strong>RTSNet-1</strong></td>
<td>19.094</td>
<td>10.804</td>
<td>8.074</td>
<td>17.941</td>
<td>27.476</td>
</tr>
<tr>
<td><strong>RTSNet-2</strong></td>
<td>19.094</td>
<td>10.804</td>
<td>8.074</td>
<td>17.941</td>
<td>27.476</td>
</tr>
</tbody>
</table>

### Fig. 7: Lorenz attractor with sampling mismatch (decimation), T = 3000.

### Fig. 8: T = 20, r = 0 [dB], h (·) non-linear.


<table>
<thead>
<tr>
<th>Use Case</th>
<th>Trajectory Length</th>
<th>KF</th>
<th>PF</th>
<th>KalmanNet</th>
<th>KS</th>
<th>PS</th>
<th>GNN-BP</th>
<th>RTSNet-1</th>
<th>RTSNet-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Linear Observations T = 20</td>
<td>0.0501</td>
<td>NA</td>
<td>NA</td>
<td>0.0946</td>
<td>5.0175</td>
<td>NA</td>
<td>0.0605</td>
<td>0.1178</td>
<td></td>
</tr>
<tr>
<td>Linear Observations T = 100</td>
<td>0.2194</td>
<td>NA</td>
<td>NA</td>
<td>0.4344</td>
<td>24.4158</td>
<td>1.2513</td>
<td>0.2950</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Decimation (K = 5) T = 3000</td>
<td>6.2641</td>
<td>71.8549</td>
<td>NA</td>
<td>10.3243</td>
<td>723.9320</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE X: Network Size - Number of Trainable Parameters

<table>
<thead>
<tr>
<th>Use Case</th>
<th>Linear - 2 × 2</th>
<th>Linear - 5 × 5</th>
<th>Lorentz - Decimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTSNet</td>
<td>7,370</td>
<td>28,285</td>
<td>34,210 (#1), 66,540 (#2)</td>
</tr>
<tr>
<td>GNN-BP</td>
<td>40,947</td>
<td>41,814</td>
<td>41,236</td>
</tr>
</tbody>
</table>


