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Abstract: Image scanning microscopy (ISM), an upgraded successor of the ubiquitous confocal
microscope, facilitates up to two-fold improvement in lateral resolution, and has become an
indispensable element in the toolbox of the bio-imaging community. Recently, super-resolution
optical fluctuation image scanning microscopy (SOFISM) integrated the analysis of intensity-
fluctuations information into the basic ISM architecture, to enhance its resolving power. Both of
these techniques typically rely on pixel-reassignment as a fundamental processing step, in which
the parallax of different detector elements to the sample is compensated by laterally shifting the
point spread function (PSF). Here, we propose an alternative analysis approach, based on the
recent high-performing sparsity-based super-resolution correlation microscopy (SPARCOM)
method. Through measurements of DNA origami nano-rulers and fixed cells labeled with
organic dye, we experimentally show that confocal SPARCOM (cSPARCOM), which circumvents
pixel-reassignment altogether, provides enhanced resolution compared to pixel-reassigned based
analysis. Thus, cSPARCOM further promotes the effectiveness of ISM, and particularly that of
correlation based ISM implementations such as SOFISM, where the PSF deviates significantly
from spatial invariance.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Super-resolution imaging enables the visualization of sub-diffraction limited objects, and has
become an invaluable tool in the study of biology [1,2]. High-end prevailing modalities, such
as stochastic optical reconstruction microscopy (STORM) [3], photo-activated localization
microscopy (PALM) [4] and stimulated emission depletion (STED) [5], offer a significant gain in
resolution that inevitably goes hand in hand with added experimental complexity, e.g. in the
optical setup, sample preparation and imaging conditions. Other techniques, such as structured
illumination microscopy [6] strive to achieve a more modest resolution improvement, with only
little compromise on ease of implementation. A recent addition to this class of techniques is
image scanning microscopy (ISM) [7,8]. Essentially, ISM relies on the ubiquitous architecture of
a confocal microscope, but replaces the bucket detector with a pixelated one, where each pixel
in the array acts as a sub-diffraction limited pinhole in a confocal scanning laser microscope.
Consequently, the integrated response of the entire array can be analyzed to yield enhanced
transverse resolution without any loss of signal. ISM has been incorporated into commercial
products [9], and has become a successful robust technique for the bio-imaging community [10].
The core concept of ISM is the basis for numerous upgrades, extending further its capabilities.
Examples include all optical realizations [11,12], point spread function (PSF) engineering [13,14]
and multiphoton excitation [15–17]. Furthermore, ISM has been hybridized with different
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imaging contrast mechanisms such as fluorescence lifetime [18], Raman scattering [19] and
photon antibunching [20,21].

Recently introduced, a method called ‘SOFISM’ merged classical correlation information
in the photon stream, the contrast agent used in super-resolution optical fluctuation imaging
(SOFI [22]), with an ISM microscope to further enhance its transverse and axial resolution [23].
Essentially, since in ISM every detector pixel sees the object at a slightly different parallax,
rather than summing the detected signal from all pixels as in a standard confocal microscope, the
contributions from different pixels are first shifted to account for the parallax and then summed.
This process is termed ‘pixel-reassignment’.

The inherent assumption when performing pixel-reassignment is that the PSF is nearly spatially
invariant. While this assumption is fulfilled in most ISM implementations, any deviation
thereof implies room for improvement in imaging performance. Upgrading the reassignment
process, which is equivalent to PSF averaging, to account for Stokes-shift, deviations from a
Gaussian profile, aberrations and other imaging conditions, might include assignment of adaptive
shift vectors to individual images [17,18,24,25]. Clearly, for SOFISM, which corresponds to
correlation-enhanced ISM, there is a significantly larger algorithmic component entailed in the
analysis of the correlation information. Furthermore, the assumption of spatial invariance is
far from being correct for any realistic PSF, since the functional form of a multiplication of the
PSF with its spatially shifted replica depends on the shift for most PSFs. Therefore, SOFISM
analysis accentuates the spatial variance of the PSF, relative to standard ISM. In this work, we
take advantage of ideas based on multi-measurement vector recovery and sparsity [26–28], to
enhance the analysis of correlation information in ISM.

Sparsity-based signal recovery has become a valuable tool in many fields [27], including
super-resolution imaging [29–36]. In [34] the authors developed a method named SPARCOM
(sparsity-based super-resolution correlation microscopy), which relies on concepts from the field
of sparse reconstruction, to algorithmically reconstruct super-resolved images out of fluorescence
intensity fluctuations information in a wide-field microscope. It was shown that sparse recovery
in the correlation domain, utilized in SPARCOM, extends the limits of image recovery from
correlation information.

Following SPARCOM, here we extend the correlation-domain sparsity analysis to suit
scanning microscopy modalities and name it ‘confocal sparsity-based super-resolution correlation
microscopy’ (cSPARCOM). We discuss the relation between cSPARCOM and pixel-reassignment,
and demonstrate that the naturally accentuated PSF spatial variance in scanning microscopy
enhances the advantage of cSPARCOM analysis. Strictly speaking, we aim to retrieve augmented
reconstructions of the underlying fluorescent objects in a confocal scan by formulating a convex
optimization problem which utilizes sparsity in the correlation domain. Remarkably, our
approach provides a means to improve on the process of pixel-reassignment, through bypassing
the very process itself. We show that cSPARCOM is capable of obtaining resolution-enhanced
reconstructions, and implement it first on simulated data, and subsequently on experimental data
from scans of DNA origami nano-rulers, resolving features down to less than 100 nm. Finally,
we implement cSPARCOM on experimental data acquired in scans of fixed cells labelled with
ATTO 647N. Our results demonstrate that cSPARCOM is capable of resolving fine spatial detail
which are obscured in pixel-reassignment based analysis.

2. ISM correlations and multi-detector reconstruction

In the following, we describe the empirical acquisition of temporal correlation information in a
confocal microscope, and the concept lying at the basis of cSPARCOM analysis.

The experimental setup is essentially a realization of an ISM microscope with fast detectors,
capable of probing fast fluorescence fluctuations, with a characteristic time of up to a few tens of
microseconds (described in detail in Supplement 1). A fluorophore-labeled object is scanned
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through a tightly focused laser beam, and the emitted fluorescence is collected, filtered and
imaged onto a pixelated detector whose overall size spans approximately one Airy unit (AU),
as depicted in Fig. 1(a). The pixelated detector consists of a fiber-bundle that guides the light
to 14 individual single photon avalanche detectors (SPADs). The SPADs are connected to
a time-correlated single-photon counting (TCSPC) card that records the arrival times of the
incoming photons [37]. The SPADs and TCSPC high temporal resolution (sub-nanosecond)
oversamples the fluorescence intensity fluctuations, and in fact temporal binning is carried out in
post processing.

Fig. 1. Data acquisition and analysis schemes. (a) Optical setup. The standard pinhole in
a confocal microscope is replaced by a fiber-bundle (FB), routing the fluorescent light to
14 individual SPADs. Exc, excitation laser; L, lens; DM, dichroic mirror; Obj, objective
lens; Inset shows the facet of the fiber-bundle. The green dot represents the intersection
of the optical axis with the image plane. (b) SOFISM SR image reconstruction procedure.
Second-order correlation is calculated between all combinations of detector pairs to yield a
stack of 142 images. An intermediate SOFISM image is created using pixel-reassignment
processing, followed by application of a SR algorithm. (c) cSPARCOM image reconstruction
procedure. The stack of correlation images is formed in the same manner as in (b). A
similar SR algorithm, only modified to address the exclusion of pixel-reassignment, is used
to reconstruct an image directly from the raw image stack.

The fact that each pixel is much smaller than the imaging PSF grants ISM lateral resolution
gain, up to a factor of two over the diffraction limit [8]. A useful way to illustrate the source
of resolution improvement is to consider the probability to detect a signal from emitters in the
object. In ISM, signal detection comprises the probability to excite an emitter, and the probability
to detect its emitted fluorescence, which amounts to multiplication of the excitation and imaging
PSFs, leading to a narrower effective PSF. SOFISM extends the capabilities of standard ISM
by analyzing temporal intensity fluctuations (blinking), naturally occurring in practically all
fluorescent emitters, rather than their integrated intensity value [23]. The key ingredient is that
fluorescent emitters blink independently from one another, excluding adjacent emitters which
might be affected by short-range inter-molecule interactions. As a result, calculating the nth order
statistics of the intensity holds the potential to an

p
n-fold resolution improvement compared to

the diffraction limit [22]. Furthermore, applying Fourier reweighting (deconvolution) one can
in principle achieve an n-fold improvement. In this work we chose to focus on second-order
correlations in fluorescence fluctuations, although the ideas presented here, may be applied to
higher correlation orders. The resolution improvement in second-order SOFISM is therefore the
merger of two contributions, blinking and ISM, enabling up to four-fold resolution improvement
over the diffraction limit. Attributing the resolution enhancement of SOFISM to the multiplication
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of native PSFs, the resulting PSF is composed of a multiplication of two ISM PSFs, representing
the correlation between pairs of detectors, or the auto-correlation of a detector with itself.

Pixel-reassignment is an integral part of ISM modalities: Indeed, resolution is enhanced owing
to the fact that each detector is much smaller than the PSF, nonetheless only a small fraction
of the light is collected by it. In order to fully capitalize on the enhanced resolution, without
a prohibitive degradation in the signal-to-noise ratio (SNR), the information from different
detectors should be merged. Because each detector sees the imaged object at a different parallax,
its recorded image features a respective spatial displacement. Thus, prior to summation, an
adequate lateral shift correction needs to be applied to each image. In ISM, reassignment can be
performed either in post processing or through all-optical realizations that alleviate the need for
a fast detector array and multiple exposures [11,12]. In contrast, in SOFISM, due to the need
to calculate correlations, pixel reassignment is implemented solely in post processing, using a
straightforward generalization of pixel-reassignment to account for all combinations of detector
pairs. However, as will be described in the next section, the very process of image summation
via pixel-reassignment causes degradation of the fine details in the correlation image, due to the
fact that the PSF in SOFISM is far from being spatially invariant.

In an effort to obtain enhanced super-resolved images, we propose an alternative approach
to analyze SOFISM scans, employing a sparsity-based reconstruction algorithm, and notably
circumventing pixel-reassignment. Following a SOFISM scan, deconvolution can be performed
in two distinct paths – either on pixel-reassigned data or on the raw data itself. The first
is schematically shown in Fig. 1(b), and includes three main steps. Initially, it undertakes
calculation of correlation images from all detector pairs. This is then followed by formation of
a SOFISM image, through a pixel-reassignment process. Finally, it involves implementing a
sparse reconstruction (SR) optimization algorithm on the pixel-reassigned image. In contrast,
the second path, depicted in Fig. 1(c), is comprised of only two stages. While calculation of the
stack of correlation images is identical, it is now followed directly by application of a modified
SR algorithm, cSPARCOM. Notably, we skip the intermediate step of generating a SOFISM
image by pixel-reassignment. It is important to mention that, in order to make a meaningful valid
comparison, the altered algorithm leaves the underlying type of optimization problem unchanged;
it only introduces an adaptation accounting for the fact that no pixel-reassignment was performed.
While these paths may seem, at first sight, perfectly interchangeable, careful inspection of the
role of pixel-reassignment shows that these two schemes are not equivalent. As a matter of
fact, the method in Fig. 1(c) exhibits greater potential for resolution improvement relative to
that in Fig. 1(b). The next section explores a secondary effect of pixel-reassignment processing,
unveiling a resolution improvement source, which we harness in our approach.

3. Exploiting PSF variations to enhance resolution

In scanning microscopy, the effective PSF pertaining to each detector depends on its position
with respect to the optical axis. This can readily be understood by recalling that the spatial profile
of the PSF corresponds to multiplication of the native PSFs, the excitation and the detection
one. In general, the shape of a multiplication of functions need not be invariant to relative
shifts between them. A special case is the multiplication of two Gaussians, which maintains
its functional profile up to a multiplicative factor, regardless of their relative position. Even
though a Gaussian approximation of the PSF is predominantly useful and convenient, when
considering the fine detail, the deviations from a Gaussian shape become significant. In the case
of circular-aperture optics, a more accurate model of the PSF is an Airy disk. Consequently,
different detectors are characterized by varying PSFs, as illustrated in Fig. 2. Panel (2.a) presents
an exemplary assortment of ISM PSFs of point-like detectors at different distances from the
optical axis, where the imaging system is characterized by an Airy shaped PSF. These PSFs
are formed by multiplying the laser excitation PSF with the detection PSF of each detector. It



Research Article Vol. 29, No. 9 / 26 April 2021 / Optics Express 12776

is clearly evident that the greater the distance between the detector and the optical axis, the
more distorted and asymmetric its PSF profile. In addition, the relative amplitudes of the PSFs
express the fact that detectors far from the optical axis naturally collect less light, and their overall
contribution is less dominant than detectors which are near the optical axis.

Fig. 2. Variations of the PSF in scanning microscopy. (a) First order PSFs of detectors
at various distances from the optical axis: (i) On axis detector; (ii) 0.4 AU; (iii) 0.8 AU;
(iv) 1.3 AU. PSFs in (a) were normalized to the highest value in (a-i); (b) Second order
auto-correlation PSFs of the same detectors as in (a). (i) On axis detector; (ii) 0.4 AU; (iii)
0.8 AU; (iv) 1.3 AU. PSFs in (b) were normalized to the highest value in (b-i); Scale bar:
1 AU.

Similarly, second-order correlation SOFISM PSFs are comprised of multiplication of three of
the native system PSFs, one of the excitation squared, and two of detection. Alternatively, one
can think of second-order SOFISM PSFs as the multiplication of two ISM PSFs. Panel (2.b)
portrays profile variations in SOFISM PSFs, corresponding to the auto-correlation of detectors
located at the same positions as in panel (2.a). We note that many other PSF shapes occur,
upon considering cross-correlation between pairs of detectors, rather than a single detector’s
auto-correlation. The former involves multiplication of two distinct ISM PSFs, whereas the latter
involves a single ISM PSF squared. In the interest of simplicity, panel (2.b) includes examples of
single detector auto-correlation PSFs only.

Figure 2 intuitively establishes the reason why pixel-reassignment of the image stack leads to
loss of information in the final image [25,38]. Essentially, every image in the stack is characterized
by a slightly different blurring, dictated by its PSF. As a result, translation and summation of
different images, amounts to averaging images which are blurred in different ways. In particular,
fine details originally present in each raw image, can become obscured due to this averaging
process, impairing the resolution of the final image. An upgraded scheme for image summation
is called adaptive pixel-reassignment [22–25]. Even though adaptive pixel-reassignment does
not eliminate PSF averaging, it achieves improved results, as compared with, for example, the
all-optical reassignment methods, which feature a predetermined shift vector [11,12,15].

cSPARCOM bypasses PSF averaging and takes advantage of the various PSF shapes naturally
occurring in SOFISM measurements, to improve the resolution of the final image. In principle,
we alleviate the need for pixel-reassignment using the approach of algorithmic fusion of individual
images with complementary properties (see for example [35,39,40]). More specifically, we
incorporate the inherent PSF variations into a sparsity-based algorithm, and achieve enhanced
reconstructions from both simulated and experimental measurements. We further revisit the
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SPARCOM algorithm for wide-field images and note that it too circumvents pixel-reassignment
which is usually performed in SOFI when assigning the correlation signal between different pixels
to new ‘virtual’ pixels [22]. In the case of wide-field SOFI and SPARCOM, the significance of
PSF averaging is relatively minor since the effective PSFs are comprised of a multiplication of only
two detection PSFs. However, in SOFISM and cSPARCOM, the effective PSFs are comprised of
a multiplication of four PSFs, two of the excitation PSF and two detection PSFs. Consequently,
the spatial variance of the PSFs in cSPARCOM is more pronounced, thus enhancing the benefit
of circumventing pixel-reassignment.

4. Reconstruction algorithms

In the following section we describe the two analysis algorithms, corresponding to Figs. 1(b)-(c).
Essentially, these algorithms are used to computationally reconstruct the underlying object of
interest out of the measured data. This is achieved by formulating and solving an appropriate
optimization problem which encompasses the imaging process and prior knowledge about the
properties of the object.

4.1. SOFISM SR

We start with standard image SR, which serves as a means for comparison for the cSPARCOM
algorithm, presented subsequently. Consider the setting depicted in Fig. 1(b). In the framework
of image SR, one aims to recover a high resolution N � N image, from a low resolution M � M
image, where M<N. The image is mathematically modeled by a discrete linear system y = Ax+ n.
The vector yM2� 1 is a column stacking of the measured image, nM2� 1 is unknown noise, and
the vector xN2� 1 is the high resolution image to be estimated. The matrix AM2� N2

is a known
blurring operator, its columns being subpixel shifted copies of the PSF of the imaging system.
Reconstruction means solving an optimization problem, namely minimizing a cost function, in
order to retrieve the ‘true’ deblurred object x.

Importantly, since the number of measurements M2 is smaller than the number of variables
N2, generally one needs to regularize the solution in order to obtain a meaningful recovery. A
very powerful approach in super-resolution imaging, and compressed sensing in general, is to
enforce sparsity in the solution, meaning that only a small percentage of its elements are non-zero
[27,28]. The requirement for sparsity in some basis representation is a very prevalent property in
nature [29,41]. Utilization of the l1 norm as a measure for sparsity, alongside a least squares data
fidelity term, leads to the well known convex optimization problem

minimize
x

fj jAx � yjj22 + � jjxj j1g, (1)

where j j � j j2 denotes the l2 norm, j j � j j1 is the l1 norm, and � � 0 is a regularization parameter.
In the setting shown in Fig. 1(b), y represents the pixel-reassigned SOFISM image, and the

constituent PSF of A corresponds to the averaged SOFISM PSF.

4.2. cSPARCOM

Next, we turn to consider the case where instead of forming a reassigned image we have a
multiplicity of sub-images yi, the index i running through the image stack at our disposal. In
addition to multiple images, we have their concomitant PSFs Ai, as was elucidated earlier. In
light of the above, we formulate the following revised convex optimization problem

minimize
x

f
RÕ

i=1
j jAix � yi j j

2
2 + � jjxj j1g, (2)

where R is the number of sub-images. The reconstruction problem expressed in Eq. (2) correlates
with the diagram in Fig. 1(c), in which the raw image stack is input to the algorithm. In




















